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By Joseph S. Nye, Jr. 

P O W E R  A N D  N AT I O N A L  S E C U R I T y  
I N  C y B E R S PAC E

The cyber domain is a new and a volatile man-
made environment.* The characteristics of 
cyberspace often reduce power differentials 
among actors, and thus provide a good example of 
the diffusion of power that typifies global politics 
in this century. The largest powers are unlikely to 
be able to dominate cyberspace as much as they 
have dominated other domains like sea or air. 
While powerful nations have greater resources, 
they also have greater vulnerabilities. So, at 
this stage in the development of the technology, 
offense dominates defense in cyberspace. That 
in turn leads to new and complex dimensions in 
national security policy. 

The community of national security analysts is 
only beginning to grapple with the implications 
of the new technologies and what they mean for 
attack, deterrence, defense, negotiation, coop-
eration and non-state actors. In the words of the 
JASON advisory panel of defense scientists (an 
independent group of scientists that advises the 
government on technological and scientific issues), 
“People built all the pieces,” but “the cyberuniverse 
is complex well beyond anyone’s understanding 
and exhibits behavior that no one predicted, and 
sometimes can’t even be explained well.” The com-
plexity goes beyond that of natural systems because 
it also involves human strategic interactions. 
Unlike atoms, human “adversaries are purposeful 
and intelligent.”1

In some ways, current thinking about cyber secu-
rity is analogous to the thinking about nuclear 
security in the 1950s, when the weapons were new 
and the concepts underlying adversarial interac-
tions were still being developed. This paper is an 
effort to map some of the concepts that are neces-
sary for the development of a national security 
strategy for cyberspace. The first section relates 
cyberspace to more traditional aspects of power 
and security in international relations theory. The 

* This paper is adapted from Chapter Five of Joseph S. Nye, Jr., The Future of 
Power (New York: PublicAffairs, 2011): 113-151.
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second section discusses cyber resources of gov-
ernments and non-state actors. The third section 
puts forward the basic concepts of governance and 
security in cyberspace. The fourth section outlines 
the major cyber vulnerabilities for the United 
States and some responses to those threats and 
vulnerabilities. The fifth section discusses some 
of the prospects and problems for international 
cooperation. 

Cyber power
Power is the ability to influence others to obtain 
the outcomes one wants through hard power 
behavior (coercion and payments) and soft power 
behavior (framing agendas, attraction and persua-
sion). Different resources support power behavior 
in different contexts, and cyberspace is a new 
context.2 

Power based on information resources is not 
new, but cyber power is. There are dozens of 
definitions of cyberspace but generally “cyber” 
is a prefix standing for electronic and com-
puter related activities.3 One can conceptualize 
cyberspace in terms of many layers of activities, 
but a simple first approximation portrays it as 
a unique hybrid regime of physical and vir-
tual properties.4 The physical infrastructure of 
cyberspace is a layer that relates well to existing 
economic laws regarding rival resources (for 
which the consumption of a good affects the 
experience of others using the same good) and 
increasing marginal costs, and to existing politi-
cal laws of sovereign jurisdiction and control. 
The virtual or informational layer of cyberspace 
is characterized by economic traits of increasing 
returns to scale, and political traits that make 
jurisdictional control difficult.5 Attacks from 
the informational realm where costs are low 
can be launched against the physical domain 
where resources are scarce and expensive. But 
conversely, control of the physical layer can have 
both territorial and extraterritorial effects on the 
informational layer. 

Defined behaviorally, cyber power is the abil-
ity to obtain preferred outcomes through use of 
the electronically interconnected information 
resources of the cyber domain. This includes the 
Internet of networked computers, but also intra-
nets, cellular technologies, fiber optic cables and 
space-based communications. Cyber power can 
be used to produce preferred outcomes within 
cyberspace or it can use cyber instruments to pro-
duce preferred outcomes in other domains outside 
cyberspace. 

By analogy, sea power refers to the use of resources 
in the oceans domain to win naval battles on the 
ocean, to control shipping chokepoints like straits, 
and to demonstrate an offshore presence, but it also 
includes the ability to use the oceans to influence 
battles, commerce and opinions on land. In 1890, 
Alfred Thayer Mahan popularized the importance 
of sea power in the context of new technologies 
of steam propulsion, armor and long-range guns. 
President Theodore Roosevelt responded by greatly 
expanding America’s blue water navy and sending 
it around the world in 1907. After the introduction 
of aircraft in World War I, military men began to 
theorize about the domain of air power and the 
ability to strike directly at an enemy’s urban center 
of gravity without armies having to first cross 
borders. President Franklin Roosevelt’s invest-
ments in air power were vital in World War II. 
After the development of intercontinental missiles 
and surveillance and communications satellites 
in the 1960s, writers began to theorize about the 
particular domain of space power, and President 
John F. Kennedy launched a program to ensure an 
American lead in space and to put a man on the 
moon. In 2009, President Barack Obama called for 
a major new initiative in cyber power, and other 
governments have followed suit.6 As technological 
change reshapes power domains, political leaders 
will soon follow.

The cyber domain is unique in that it is man-
made, recent and subject to even more rapid 
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technological changes than other domains. As 
one observer put it, “the geography of cyberspace 
is much more mutable than other environments. 
Mountains and oceans are hard to move, but 
portions of cyberspace can be turned on and 
off with the click of a switch.”7 Low barriers to 
entry contribute to the diffusion of power in the 
cyber domain. It is cheaper and quicker to move 
electrons across the globe than to move large 
ships long distances through the friction of salt 
water. The costs of developing multiple carrier 
task forces and submarine fleets create enor-
mous barriers to entry and make it still possible 
to speak of American naval dominance. While 
piracy remains a local option for non-state actors 
in areas like Somalia or the Malacca Straits, sea 
control remains out of the reach of non-state 
actors. Similarly, while there are many private and 
governmental actors in the air domain, a country 
can still seek to achieve air superiority through 
costly investments in fifth-generation fighters and 
satellite support systems.

In contrast, the barriers to entry in the cyber 
domain are so low that non-state actors and small 
states can play significant roles at relatively low 
costs. Compared to sea, air and space, “cyber 
[space] shares three characteristics with land 
warfare – though in even greater dimensions: the 
number of players, ease of entry, and opportunity 
for concealment … On land, dominance is not a 
readily achievable criterion.”8 While a few states 
like the United States, Russia, Britain, France and 
China are reputed to have greater capacity than 
others, it makes little sense to speak of dominance 
in cyberspace as in sea power or air power. If any-
thing, dependence on complex cyber systems for 
support of military and economic activities cre-
ates new vulnerabilities in large states that can be 
exploited by non-state actors. 

Cyber power affects many issues from war to 
commerce. We can distinguish “intra-cyberspace 
power” and “extra-cyberspace power.” Just as with 

sea power, we can distinguish naval power on the 
oceans from naval power projection on land. For 
example, carrier-based aircraft can participate 
in land battles; trade and commerce may grow 
because of the efficiency of a new generation of 
container ships; and the soft power of a country 
may increase by the visit of naval hospital ships in 
humanitarian missions.

Extreme conflict in the cyber domain or “cyber 
war” is different from past war.9 The term “cyber 
war” is used very loosely for a wide range of 
behaviors. In this respect, it reflects definitions that 
range from armed conflict to any hostile conten-
tion (“war between the sexes”), but for this analysis 
I use a narrower definition of cyber actions that 
have effects outside cyberspace that amplify or are 
equivalent to kinetic violence. 

The cyber domain is unique 

in that it is man-made, recent 

and subject to even more 

rapid technological changes 

than other domains. As one 

observer put it, “the geography 

of cyberspace is much 

more mutable than other 

environments. Mountains and 

oceans are hard to move, but 

portions of cyberspace can be 

turned on and off with the 

click of a switch.”
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In the physical world, governments have a near 
monopoly on large-scale use of force, the defender 
has an intimate knowledge of the terrain, and 
attacks end because of attrition or exhaustion. Both 
resources and mobility are costly. In the virtual 
world, actors are diverse, sometimes anonymous, 
physical distance is immaterial and a “single 
virtual offense is almost cost free.”10 Because the 
Internet was designed for ease of use rather than 
security, the offense currently has the advantage 
over the defense. This might not remain the case 
in the long term as technology evolves, including 
efforts at “re-engineering” some systems for greater 
security, but it remains the case at this stage. The 
larger party has limited ability to disarm or destroy 
the enemy, occupy territory or effectively use coun-
terforce strategies. 

As Table 1 illustrates, inside the cyber domain, 
information instruments can be used to produce 
soft power in cyberspace through agenda framing 
(the ability to influence what issues get attention 
and how they are portrayed), attraction or per-
suasion. For example, attracting the open source 
software community of programmers to adhere 

to a new standard is an example of soft power 
targeted within cyberspace. Cyber resources can 
also produce hard power inside cyberspace. For 
example, states or non-state actors can organize 
a distributed denial-of-service (DDoS) attack by 
using “botnets” of hundreds of thousands (or 
more) corrupted computers that swamp a com-
pany or country’s Internet system and prevent 
from functioning, as happened to Georgia in 2008. 
Organizing a botnet by infiltrating a virus into 
unguarded computers is relatively inexpensive, and 
botnets can be illegally rented on the Internet for a 
few hundred dollars. Sometimes individual crimi-
nals do this for purposes of extortion. 

Other cases may involve “hacktivists” or ideologi-
cally motivated intruders. For example, Taiwanese 
and Chinese hackers regularly deface each others’ 
websites with electronic graffiti. In 2007, Estonia 
suffered a DDoS attack that was widely attributed 
to “patriotic hackers” in Russia who were offended 
by Estonia’s movement of a World War II monu-
ment to Soviet soldiers. In 2008, shortly before 
Russian troops invaded, Georgia suffered a DDoS 
attack that shut down its Internet access. (In both 

tABle 1: phySiCAl ANd virtuAl dimeNSioNS oF CyBer power

tArgetS oF CyBer power

withiN CyBerSpACe outSide CyBerSpACe

Information instruments hard: Launch denial of service 
attacks.

Soft: Set norms and standards.

hard: Attack SCADA systems.

Soft: Initiate public diplomacy 
campaign to sway opinion.

Physical instruments hard: Enforce governmental 
control over companies.

Soft: Introduce software to help 
human rights activists.

hard: Destroy routers or cut cables.

Soft: Stage protests to name and 
shame cyber providers.



|  11

instances, however, the Russian government seems 
to have abetted the hackers while maintaining 
“plausible deniability.”) Other forms of hard power 
within cyberspace include insertion of malicious 
code to disrupt systems or to steal intellectual 
property. Criminal groups do it for profit, and 
governments may do it as a way of increasing their 
economic resources. China, for example, has been 
accused of such activities by a number of other 
countries. Proving the origin or motive of such 
attacks is often very difficult as attackers can route 
their intrusions through servers in other countries 
to make attribution difficult. For example, many of 
the attacks on Estonian and Georgian targets were 
routed through American servers.11

Information can travel through cyberspace and 
create soft power by attracting citizens in another 
country. A public diplomacy campaign using the 
Internet is an example, as were Secretary of State 
Hillary Rodham Clinton’s appeals for Internet 
freedom in China in 2010, and Egypt in 2011. In 
general, American officials have promoted a nar-
rative about the Internet that “legitimizes their 
material practice of supporting anticensorship 
technologies.”12 But cyber information can also 
become a hard power resource that can do damage 
to physical targets in another country. For exam-
ple, many modern industries and utilities have 
processes that are controlled by computers linked 
in SCADA (supervisory control and data acquisi-
tion) systems. Malicious software inserted into 
these systems could be instructed to shut down a 
process which would have very real physical effects, 
as the Stuxnet worm seems to have had on Iran’s 
nuclear program last year.13

As Table 1 indicates, physical instruments can 
provide power resources that can be brought to 
bear on the cyber world. For instance, the physical 
routers and servers and the fiber optic cables that 
carry the electrons of the Internet have geographi-
cal locations within governmental jurisdictions, 
and companies running and using the Internet are 

subject to those governments’ laws. Governments 
can bring physical coercion to bear against com-
panies and individuals; what has been called “the 
hallmark of traditional legal systems.” Legal pros-
ecution made Yahoo restrict what it distributed in 
France to fit French laws, and Google removed hate 
speech from searches in Germany. Even though the 
messages were protected free speech in the United 
States – the companies’ “home country” – the alter-
native to compliance was jail time, fines and loss of 
access to those important markets. Governments 
control behavior on the Internet through their 
traditional physical threats to such intermediar-
ies as Internet service providers, browsers, search 
engines and financial intermediaries.14 

As for investing in physical resources that create 
soft power, governments can set up special servers 
and software designed to help human rights activ-
ists propagate their messages despite the efforts of 
their own governments to create information fire-
walls to block such messages. For example, in the 
aftermath of the Iranian government’s repression 
of protests following the election of 2009, the U.S. 
State Department invested in software and hard-
ware that would enable protesters to disseminate 
their messages.15 

Finally, as Table 1 illustrates, both hard and soft 
power resources can be used against the Internet. 
The cyber information layer rests upon a physical 
infrastructure that is vulnerable to direct military 
attack or sabotage both by governments and non-
state actors such as terrorists or criminals. Servers 
can be blown up and cables can be cut. And in the 
domain of soft power, non-state actors and NGOs 
(non-governmental organizations) can organize 
physical demonstrations to name and shame 
companies (and governments) that they regard as 
abusing the Internet. For example, in 2006, pro-
testers in Washington marched and demonstrated 
against Yahoo and other Internet companies that 
had provided the names of Chinese activists which 
led to their arrest by the Chinese government. 
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potential power resources of Actors in the Cyber domain

mAJor goverNmeNtS 

	 •	Development	and	support	of	infrastructure,	education,	intellectual	property.	

	 •	Legal	and	physical	coercion	of	individuals	and	intermediaries	located	within	borders.	

	 •	Size	of	market	and	control	of	access;	e.g.	EU,	China,	United	States.	

	 •	Resources	for	cyber	attack	and	defense:	bureaucracy,	budgets,	intelligence	agencies.	

	 •	Provision	of	public	goods;	e.g.	regulations	necessary	for	commerce.	

	 •	Reputation	for	legitimacy,	benignity,	competence	that	produce	soft	power.	 

 Key Vulnerabilities: High dependence on easily disrupted complex systems, political stability,  
 reputational losses.

orgANizAtioNS ANd highly StruCtured NetworkS 

	 •	Large	budgets	and	human	resources;	economies	of	scale.

	 •	Transnational	flexibility.

	 •	Control	of	code	and	product	development,	generativity	of	applications.

	 •	Brands	and	reputation.	 

 Key Vulnerabilities: Legal, intellectual property theft, systems disruption, reputational losses. 

iNdividuAlS ANd lightly StruCtured NetworkS

 •	Low cost of investment for entry.

 •	Virtual anonymity and ease of exit.

 •	Asymmetrical vulnerability compared to governments and large organizations. 

 Key Vulnerabilities: Legal and illegal coercion or retaliation by governments and organizations if caught.
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Actors and their relative power resources
The diffusion of power in the cyber domain is 
evident in the vast number of actors and the rela-
tive reduction of power differentials among them. 
Anyone from a teenage hacker to a major modern 
government can do damage in cyberspace, and, 
as the famous New Yorker cartoon once put it, “on 
the Internet, no one knows you are a dog.” The 
infamous “Love Bug” virus unleashed by a hacker 
in the Philippines is estimated to have caused 15 
billion dollars in damage.16 Computer networks 
essential to the American military are approached 
by outsiders “hundreds of thousands of times every 
day.”17 Cyber criminal groups are said to have 
stolen over 1 trillion dollars in data and intel-
lectual property in 2008.18 One cyber espionage 
network – GhostNet –infected 1,295 computers in 
103 countries, of which 30 percent were high-value 
governmental targets.19 Terrorist groups use the 
Web to recruit new members and plan campaigns. 
Political and environmental activists disrupt 
websites of companies and governments. What is 
distinctive about power in the cyber domain is not 
that governments are out of the picture as the early 
cyber libertarians predicted, but rather the differ-
ent power resources that different actors possess, 
and the narrowing of the gap between state and 
non-state actors in many instances. But relative 
reduction of power differentials is not the same as 
equalization. Large governments still have more 
resources. On the Internet, all dogs are not equal. 

As a rough approximation, we can divide actors 
in cyberspace into three broad categories: gov-
ernments, organizations with highly structured 
networks and individuals and lightly structured 
networks. (Of course, there are many subcat-
egories, and some governments have much 
more capacity than others, but this is a first 
approximation.)

Because the physical infrastructure of the Internet 
remains tied to geography and governments exer-
cise sovereignty over geographic spaces, location 

still matters as a resource in the cyber domain. 
Governments can take steps to subsidize infra-
structure, computer education and protection 
of intellectual property that will encourage (or 
discourage) the development of capabilities within 
their borders. The provision of public goods, 
including a legal and regulatory environment, can 
stimulate commercial growth of cyber capabilities. 
Geography also serves as a basis for governments 
to exercise legal coercion and control. If a market 
is large, a government can exert its power extrater-
ritorially. Europe’s tight privacy standards have 
had a global effect. Obviously, this is a power 
resource available to governments with jurisdic-
tion over large markets, but not necessarily to all 
governments. 

Governments also have the capacity to carry out 
offensive cyber attacks.20 One should distinguish 
simple attacks, which use inexpensive toolkits that 
anyone can download from the Internet, from 
advanced attacks, which identify new vulner-
abilities that have not yet been patched, involve 
new viruses and “zero day attacks” (first time 
use). These attacks require more skill than simple 
hacking. Little is publicly confirmed about cyber 
attacks or cyber exploitation or espionage, but most 
reports describe intrusions into computer systems 
as ubiquitous, and not limited to governments. 
Nonetheless, major governments have the greater 
economic and human resources. 

There are reports of attacks as adjuncts to warfare 
in the cases of Iraq in 2003 and Georgia in 2008, 
and sabotage of electronic equipment in covert 
actions.21 Israel is said to have used cyber means to 
defeat Syrian air defenses before bombing a secret 
nuclear reactor in September 2007, and the Stuxnet 
worm may have been a governmental effort to 
sabotage Iran’s nuclear program.22 Most experts see 
cyber attack as an important adjunct rather than 
an overwhelming weapon (unlike nuclear options) 
in inter-state wars. States intrude into each others’ 
cyber systems in “preparation of the battlefield” 
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for what could be future conflicts. Both American 
and Chinese military theorists have discussed such 
steps but little is publicly stated about offensive 
cyber doctrines. A 2009 National Research Council 
report concluded: “Today’s policy and legal frame-
work for guiding and regulating the U.S. use of 
cyber attack is ill-formed, undeveloped and highly 
uncertain.”23

Cyber attacks that deny service or disrupt systems 
are also carried out by non-state actors whether for 
ideological or criminal purposes, but such groups 
do not have the same capacities as large govern-
ments. Sophisticated attacks against high-value 
targets such as defense communications systems 
may require the involvement of large intelligence 
agencies that intrude physically (through supply 
chains or spies) and/or crack highly encrypted 
codes. A teenage hacker and a large government 
can both do considerable damage over the Internet, 
but that does not make them equally powerful in 
the cyber domain. Power diffusion is not the same 
as power equalization. Some government experts 
believe that concerted technological improvements 
in encryption and identity management could 
greatly reduce threats at the low end of the spec-
trum within five years.24

While governments derive power from greater 
resources, they lose power from greater vulner-
ability. In situations of reciprocal dependence, 
it is asymmetrical vulnerability that produces 
power, and in the cyber domain, individuals 
benefit from asymmetrical vulnerability com-
pared to governments and large organizations. 
Such “super-empowered individuals” have very 
low investment and little to lose from exit and 
re-entry. Their major vulnerability is to legal and 
illegal coercion by governments and organiza-
tions if they are apprehended, but only a small 
percentage are actually caught. And in the case of 
WikiLeaks, the American government had dif-
ficulty in finding a way to prosecute its Australian 
leader, Julian Assange.25 In contrast, corporations 

have important vulnerabilities because of large 
fixed investments in complex operating systems, 
intellectual property and reputation. Similarly, 
large governments depend on easily disrupted 
complex systems, political stability and reputa-
tional soft power. While hit-and-run cyber strikes 
by individuals are unlikely to bring govern-
ments or corporations to their knees, they can 
impose serious costs of disruption to operations 
and to reputations with a miniscule investment. 
Governments are top dogs on the Internet, but 
smaller dogs still bite.

Cyber governance and National Security
Some see cyberspace as analogous to the ungov-
erned and lawless Wild West, but in practice there 
are many areas of private and public governance. 
Certain technical standards related to Internet 
protocol are set (or not set) by consensus among 
engineers involved in the non-governmental 
Internet Engineering Task Force (IETF). A non-gov-
ernmental World Wide Web Consortium develops 
standards for the Web. The Internet Corporation 
for Assigned Names and Numbers (ICANN) has 
the legal status of a non-profit corporation under 
American law, though its procedures have evolved 
to include government voices (though not votes). In 
any event, its mandate is limited to domain names 
and routing management, not the full panoply of 
cyberspace governance. National governments 
control copyright and intellectual property laws, 
and try to manage problems of security, espionage 
and crime within national legal frameworks, though 
the technological volatility of the cyber domain 
means that laws and regulations are always chasing 
a moving target. And efforts by the International 
Telecommunications Union to establish new norms 
for cyberspace have been ineffectual, in part reflect-
ing the wide range of governmental views about 
sovereignty and desirable norms for the Internet.

The cyberspace domain is often described as 
a public good or a global commons, but these 
terms are an imperfect fit. A public good is one 
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from which all can benefit and none can be 
excluded, and while this may describe some of 
the information protocols of the Internet, it does 
not describe the physical infrastructure which is 
a scarce proprietary resource located within the 
boundaries of sovereign states. And cyberspace is 
not a commons like the high seas because parts 
of it are under sovereign control. At best, it is 
an “imperfect commons” or a condominium of 
joint ownership without well-developed rules.26 
Cyberspace can be categorized as what the Nobel 
Laureate Elinor Ostrom terms a “common pool 
resource” from which exclusion is difficult and 
exploitation by one party can subtract value from 
other parties.27 Government is not the sole solu-
tion to the problems of common pool resources. 
Ostrom says that community self-organization 
is possible under certain conditions such as 
limited number of users and a good understand-
ing of system dynamics. However, some of the 
conditions that she associates with successful 
self-governance are weak in the cyber domain 
because of the large size of the resource, the large 
number of users and the poor understanding of 
how the system will evolve.

In its earliest days, the Internet was like a small 
village of known users – an authentication layer of 
code was not necessary and development of norms 
was simple. Security was not a major concern. 
All that changed with burgeoning growth. While 
the openness and accessibility of cyberspace as 
a medium of communication provide valuable 
benefits to all, free riding behavior in the form of 
crime, attacks and threats creates insecurity. The 
result is a demand for protection that can lead to 
fragmentation, “walled gardens,” private networks 
and cyber equivalents to the 17th-century enclo-
sures that were used to solve that era’s “tragedy of 
the commons.”28

Security is the absence or reduction of threat to key 
values. Absolute security is impossible, and provid-
ing security is usually a process of managing risks. 

The connectivity of the Internet provides benefits, 
but criminals, hackers and other governments con-
stitute a threat to the preservation of the imperfect 
Internet commons. As more users feel threatened 
by such free riders, they may resort to inferior ver-
sions of cyber connectivity and trade off welfare 
in search of security. Jonathan Zittrain warns of 
the dangers of fencing off parts of the Internet, like 
fencing of the commons, limiting or destroying its 
generativity.29 

But as important as it is to protect the key welfare 
benefits derived from cyber connectivity, some 
values such as life and liberty may be ranked as 
more important in national security, and connec-
tivity that creates vulnerabilities that endanger 
those values may be sacrificed. People value free-
dom of movement and privacy of information in 
society, but in times of epidemics we limit them 
with vaccinations and quarantines to protect 
public health. Indeed, some analysts argue that 
we should think of cyber security as analogous 
to public health systems. Others think of law 
enforcement analogies, and still others use the 
analogy of fire departments with capabilities to 
install alarms, inspect, put out fires and carry out 
forensics. Indeed some responses to cyber intru-
sions, like the ad hoc group formed to combat the 
Conficker worm might be likened to a volunteer 
fire department.30 No analogy is perfect, but these 
analogies help to remind us that cyber defense 
is not like military defense where one defends 
at national borders. Vulnerabilities are created 
by domestic practices and transnational attacks 
may come from surprising directions. Computer 
hygiene, redundancy and resilience are an impor-
tant part of cyber security, and the incentives for 
private actors to pay for these public goods may 
mean that they will be under-produced from the 
perspective of national security. 

Providing security is a classic function of govern-
ment, and some observers believe that increasing 
insecurity will lead to an increased role for 
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governments in cyberspace. Many states desire to 
extend their sovereignty in cyberspace, and seek 
technological means to do so. As two experts have 
put it, “securing cyberspace has definitely entailed 
a ‘return of the state’ but not in ways that suggest a 
return to the traditional Westphalian paradigm of 
state sovereignty.” 31 Efforts to secure the network 
help to facilitate its use by burgeoning non-state 
actors, and often entail devolution of responsibili-
ties and authority to private actors. For example, 
banking and financial firms have developed their 
own elaborate systems of security and punish-
ment through networks of connectedness, such as 

depriving repeat offenders of their trading rights, 
and by slowing speeds and raising transaction 
costs for addresses that are associated with sus-
pect behavior. Governments want to protect the 
Internet so their societies can continue to benefit, 
but at the same time, they want to protect their 
societies from what comes through the Internet. 
China, for example, is described as developing its 
own companies behind its firewall, and planning 
to disconnect from the Internet if it is attacked.32 
Nonetheless, China – and other governments – still 
seek the economic benefits of connectivity. The 
tension leads to imperfect compromises, as one can 
see in the outcome of the dispute between China 
and Google in 2010.33

Cyber threats and responses
If one treats most hacktivism as mainly a nui-
sance, there are four major categories of cyber 
threats to national security, each with a different 
time horizon and with different (in principle) 
solutions: cyber war and economic espionage are 
largely associated with states, and cyber crime 
and cyber terrorism are mostly associated with 
non-state actors. For the United States, at the 
present time, the highest costs come from espio-
nage and crime, but over the next decade or so, 
war and terrorism may become greater threats. 
Moreover, as alliances and tactics evolve among 
different actors, the categories may increasingly 
overlap. As described by former Director of 
National Intelligence Mike McConnell: “Terrorist 
groups today are ranked near the bottom of 
cyberwar capability. Criminal organizations are 
more sophisticated. There is a hierarchy. You go 
from nation states, which can destroy things, to 
criminals, who can steal things, to aggravating 
but sophisticated hackers … Sooner or later, ter-
ror groups will achieve cyber-sophistication. It’s 
like nuclear proliferation, only far easier.”34

According to President Obama’s 2009 cyber review, 
theft of intellectual property by other states (and 
corporations) was the highest immediate cost. Not 
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only did it result in current economic losses, but 
by destroying competitive advantage, it jeopar-
dized future hard power.35 As we saw above, cyber 
criminals are also a significant burden on the 
economy. Looking further ahead, as other states 
develop their capacities for cyber attack on critical 
infrastructures and are able to deprive American 
military forces of their information advantages, the 
costs to American hard power could be significant. 
And as terrorist groups that wish to wreak destruc-
tion develop their capacity to do so, they could 
impose dramatic costs. The remedies for each 
threat are quite different.

Cyber war, although only incipient at this stage, 
is the most dramatic of the potential threats. 
Major states with elaborate technical and human 
resources could, in principle, create massive dis-
ruption as well as physical destruction through 
cyber attacks on military as well as civilian targets. 
Responses to cyber war include a form of inter-
state deterrence (though different from classical 
nuclear deterrence), offensive capabilities, and 
designs for network and infrastructure resilience if 
deterrence fails. At some point in the future, it may 
be possible to reinforce these steps with certain 
rudimentary norms.36 

In the case of war, fighting would be subject to the 
classic norms of discrimination and proportional-
ity that are central to the existing laws of armed 
conflict, but cyber war raises new and difficult 
problems of how to distinguish civilian from 
military targets, and being sure about the extent 
of collateral damage. For example, an American 
general is quoted as saying that American plan-
ners did not use one particular cyber technique to 
disable the French-made Iraqi air defense network 
because they “were afraid we were going to take 
down all the automated banking machines in 
Paris.” Moreover, because cyber defense is some-
times analogous to shooting the gun out of an 
outlaw’s hand before he can shoot, and it must be 
handled by machines working at “netspeed” when 

an attack is first detected, offense and defense blur 
and rules of engagement that maintain civilian 
control become difficult to establish.37

Some observers argue that because of the difficulty 
of attribution of the source of an attack, deterrence 
does not work in cyberspace. However, this com-
mon view is too simple. While interstate deterrence 
is more difficult in the cyber domain, it is not 
impossible. Too often people think of deterrence in 
terms of the nuclear model that prevailed for the 
past half century, in which the threat of punitive 
retaliation is so catastrophic that it deters attack. 
But nuclear deterrence was never this simple. 
While a second strike capability and mutual 
assured destruction may have worked to prevent 
attacks on the homeland, they were never credible 
for issues at the low end of the spectrum of inter-
ests. Lying somewhere in between these extremes 
lay extended deterrence of attacks against allies 
and defense of vulnerable positions such as Berlin 
in the Cold War. Nuclear deterrence was supple-
mented by other measures (such as forward basing 
of conventional forces); a variety of signaling 
devices in the movement of forces; and a learning 
process that occurred over decades and led to areas 
of agreements ranging from non-proliferation to 
managing incidents at sea. 

Cyber attacks lack the catastrophic dimensions 
of nuclear weapons attacks, and attribution is 
more difficult, but interstate deterrence through 
entanglement and denial still exists. Even when the 
source of an attack can be successfully disguised 
under a “false flag,” other governments may find 
themselves sufficiently entangled in interdependent 
relationships that a major attack would be coun-
terproductive. Unlike the single strand of military 
interdependence that linked the United States 
and the Soviet Union in the Cold War, the United 
States, China and other countries are entangled 
in multiple networks. China, for example, would 
itself lose from an attack that severely damaged the 
American economy, and vice versa.38
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In addition, an unknown attacker may be deterred 
by denial. If firewalls are strong, or the prospect 
of a self-enforcing response seems possible (“an 
electric fence”), attack becomes less attractive. 
Offensive capabilities used to respond immedi-
ately to attacks can create an active defense that 
can serve as a deterrent even when the identity of 
the attacker is not fully known. Futility can also 
help deter an unknown attacker. If the target is 
well protected, or redundancy and resilience allow 
quick recovery, the risk to benefit ratio in attack is 
diminished. Finally, to the extent that false flags 
are imperfect, and rumors of the source of an 
attack are widely deemed credible (though not pro-
bative in a court of law), reputational damage to an 
attacker’s soft power may contribute to deterrence. 

Cyber terrorism and non-state actors are harder 
to deter. Thus far, cyber attacks have not been the 
most attractive route for terrorists, though they 
make extensive use of the Internet for recruitment 
and coordination for more conventional kinetic 
attacks. But as groups develop their cyber capacity 
to wreak great damage against infrastructure over 
the coming years, the temptation will grow. Since 
attribution will be difficult, improved defenses such 
as pre-emption and human intelligence become the 
most important responses. At a more fundamental 
level, many experts believe that the best long-term 
response is a program to re-engineer the Internet 
to make such attacks more difficult than under 
today’s structure that emphasizes ease of use rather 
than security. One approach is to reduce the vul-
nerability of some sensitive aspects of the national 
infrastructure by reducing their connectivity to 
the Internet. Some suggest special “opt in” incen-
tives for private owners of critical infrastructure 
(e.g., finance and electricity) to join secure systems 
rather than rely on the open Internet (which would 
continue to exist for those with lower stakes and 
willing to tolerate greater risks). But even systems 
disconnected from the Internet can be vulnerable 
to penetration by disloyal employees, compromised 

hardware and sabotaged software. Such threats 
will require better monitoring of personnel and 
systems, as well as greater redundancy in case of 
failures.

As for economic espionage via the Internet, which 
currently does the most damage, it is likely to 
continue unabated unless there are new responses. 
Spying is as old as human history, and does not 
violate any explicit provisions of international law. 
Nonetheless, at times governments have estab-
lished rules of the road for limiting espionage, 
and engaged in patterns of tit for tat retaliation to 
create an incentive for cooperation. Experiments 
have shown that partners in prisoners’ dilemma 
and public goods games can develop cooperation 
in repeated play over extended periods.39 While it 
is difficult to envisage enforceable treaties in which 
governments agree not to engage in espionage, it 
is plausible to imagine a process of iterations (tit 
for tat) that develop rules of the road, which could 
limit damage in practical terms. For example, a 
country might threaten to filter and slow down 
communications from suspect addresses in 
another country if that government refuses to cur-
tail the level of theft of intellectual property. 

Governments often claim not to know the iden-
tity of those who attack and exfiltrate intellectual 
property. In the words of Howard Schmidt, the 
American cyber security chief, “one of the key 
things has been going back to the countries that 
it appears it’s coming from and saying: ‘If it’s not 
you, you need to investigate this.’”40 Failure to 
respond can be followed by measured retaliation. 
Under international legal doctrine, proportionate 
countermeasures can be taken in response to harm 
originating from a state even if the government is 
not behind it. While less than perfect, efforts can 
be made to deal with non-state actors by holding 
states responsible for actions that originate within 
their sovereign boundaries. To avoid escalation or 
“defection lock-in,” it helps to offer assistance and 
to engage in discussions that can develop common 
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perceptions, if not fully agreed norms. Such “learn-
ing” is still at an early stage in the cyber domain, 
analogous to the nuclear era in the early 1950s.41

Cyber crime by non-state actors can also be 
reduced by responses that make access to some sys-
tems more difficult than they are today. Domestic 
hygiene, monitoring and resilience are all impor-
tant. Steps could be taken to increase the use of 
reputation, markets and regulation to improve the 
robustness of systems. For example, to name but 
a few: a “cyber consumers report” that issued “do 
not buy” suggestions could change incentives for 
software providers; use of government purchasing 
power could create incentives for better software 
which is now purchased largely on price; and 
legislation or regulation could require all Internet 
service providers to warn and ultimately discon-
nect compromised computers.42

international Cooperation
While many of the most immediate and important 
steps toward increasing security involve domestic 
measures, the global nature of the Internet raises 
the issue of international cooperation. Some people 
call for cyber arms control negotiations and formal 
treaties, but differences in norms and the impossi-
bility of verification makes such treaties difficult to 
negotiate or implement. Such efforts could actually 
reduce national security if asymmetrical imple-
mentation put legalistic cultures like the United 
States at a disadvantage compared to societies with 
a higher degree of governmental corruption. At 
the same time, it is not too early to explore inter-
national talks. The most promising early areas 
for international cooperation may not be bilateral 
conflicts, but problems posed by third parties. 

For example, it may be possible to develop degrees 
of international cooperation to limit cyber crime 
analogous to efforts to discourage piracy at an 
earlier era. At one time, many governments found 
it convenient to tolerate some pirates and even 
charter privateers (until the Declaration of Paris in 

1856), and today some governments have similar 
attitudes toward crime on the Internet. Russia 
and China, for example, have refused to sign the 
Council of Europe Convention on Cyber Crime, 
which has been signed by 46 countries and ratified 
by 30 as of June 2010. As scholars Abraham Sofaer, 
David Clark and Whitfield Diffie point out, adher-
ence is diluted by inclusion of efforts to punish 
conduct based on content (such as fraud and child 
pornography) and its law enforcement framework 
operates on too long a time scale.43 They suggest 
an agreement focused on punishing attacks that 
potentially damage the cyber infrastructure itself. 
Robert Knake argues that it should be possible to 
supplement the Council of Europe convention with 
more limited flexible and regional agreements.44 

In the past, the lines between government and 
criminal activity sometimes blurred in countries 
with high levels of corruption, but attitudes may 
change over time if costs exceed benefits. For 
example, “Russian cybercriminals no longer fol-
low hands-off rules when it comes to motherland 
targets, and Russian authorities are beginning to 
drop the laisser faire policy.”45 While the immedi-
ate prospects for Russia and China signing the 
Convention are not promising, it is possible to 
imagine coalitions of the willing that set a higher 
standard, and work together to raise the costs for 
those who violate an emergent norm, much as 
occurs with financial money laundering regula-
tions or the Proliferation Security Initiative. 

Among responses to the various cyber threats, 
large-scale formal treaties regulating cyberspace 
seem unlikely. Over the past decade, the U.N. 
General Assembly has passed a series of resolutions 
condemning criminal activity and drawing atten-
tion to defensive measures that governments can 
take. For more than a decade, Russia has sought 
a treaty for broader international oversight of the 
Internet, banning deception or the embedding of 
malicious code or circuitry that could be activated 
in the event of war. But Americans have argued 
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that arms control measures banning offense can 
damage defense against current attacks, and would 
be impossible to verify or enforce. Moreover, the 
United States has resisted agreements that could 
legitimize authoritarian governments’ censorship 
of the Internet. Nonetheless, the United States has 
begun informal discussions with Russia, and one 
could envisage some limited agreements.46 Even 
advocates for an international law for information 
operations are skeptical of a multilateral treaty 
akin to the Geneva Conventions that could contain 
precise and detailed rules given future technologi-
cal volatility, but they argue that like-minded states 
could announce self-governing rules that could 
form norms for the future.47

Normative differences present a difficulty in reach-
ing any broad agreements on regulating content 
on the Internet. As we saw earlier, the United 
States has called for the creation of “norms of 
behavior among states” that “encourage respect 
for the global networked commons.” But as Jack 
Goldsmith has argued, “even if we could stop all 
cyber attacks from our soil, we wouldn’t want to. 
On the private side, hacktivism can be a tool of 
liberation. On the public side, the best defense of 
critical computer systems is sometimes a good 
offense.”48 From the American point of view, 
Twitter and YouTube are matters of personal 
freedom; seen from Beijing or Teheran, they are 
instruments of attack. 

The most promising areas for initial agreements 
may be issues that involve “environmental” effects 
and third parties. For example, little was accom-
plished in bilateral nuclear arms control in the 
1950s. Much of what passed for nuclear knowledge 
rested on elaborate counterfactual abstractions, 
and the ambiguous structure of nuclear knowledge 
made it difficult to alter prior beliefs. However, 
when the United States and the Soviet Union 
turned to environmental effects of above-ground 
testing and to the dangers of proliferation to other 
countries in the 1960s, they were able to conclude a 

Limited Test Ban Treaty and the Non-Proliferation 
Treaty. The process of negotiation and commu-
nication advanced nuclear learning in the 1970s 
and 1980s with regard to command and control, 
inadvertent war, surveillance, verification and 
crisis communications. By 1985, President Ronald 
Reagan and Russian President Mikhail Gorbachev 
agreed that “nuclear war cannot be won and must 
never be fought” (in the words of their Geneva 
communiqué).49

Even if cyber processes are dynamic and our 
knowledge is limited given the fact that the Web 
is only two decades old, it may make sense to start 
intergovernmental communication and negotiation 
processes as a way of speeding up transnational 
learning. The place to start is not with ambitious 
arms control measures related to cyber war, but 
with the low hanging fruit discussed above. A 
treaty protecting the core working of the Internet 
suggested by Sofaer, Clark and Diffie is an example. 
Similarly, an improved approach to cyber crime 
may prove in the interests of many states. And 
governments such as China and the United States 
would have a common interest in not allowing a 
malign hacktivist to launch a cleverly routed attack 
designed to catalyze a conflict between them. 

Conclusion
The cyber domain is both new and volatile. The 
characteristics of cyberspace reduce some of the 
power differentials among actors, and thus provide 
a good example of the diffusion of power that typi-
fies global politics in this century. But cyberspace 
also illustrates the point that diffusion of power 
does not mean equality of power or the replace-
ment of governments as the most powerful actors 
in world politics. While cyberspace may create 
some power shifts among states by opening lim-
ited opportunities for leapfrogging by small states 
using asymmetrical warfare, it is unlikely to be a 
game changer in this century’s power transitions 
among states. The United States, for example, has 
greater vulnerabilities, but also greater capabilities 
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for exploiting the vulnerabilities of other states. At 
some point, but not soon, states may progress far 
enough along a learning curve to design coopera-
tive measures that limit such threats. 

On the other hand, the cyber domain does give 
much more power to non-state actors than in 
the past, and the threats they pose are likely to 
increase. Some of the most important security 
responses must be national and unilateral, focused 
on hygiene, redundancy and resilience. It is likely, 
however, that governments will gradually discover 
that cooperation against the insecurity created 
by non-state actors will require greater priority 
in attention. We are a long distance from such 
response at this stage in the development of cyber 
technology. In an analogy to nuclear weapons, we 
are still in the period before the Limited Test Ban 
and Non-Proliferation Treaties, which dealt with 
environmental and third party problems rather 
than bilateral arms control. But those responses 
did not occur until we approached the third decade 
of the nuclear era. With the invention of the 
World Wide Web only two decades old, we may 
be approaching an analogous point in the political 
trajectory of cyber technology. 
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By Mike McConnell

C y B E R  I N S E C U R I T I E S : 
T H E  21 S T  C E N T U R y  T H R E AT S C A P E

Threats to U.S. national security in the 21st century 
are numerous. But the most critical threats of our 
time, with the lowest barriers to entry, are those to 
our cyber infrastructure. Until now, the primary 
focus has been on threats originating from online 
sources such as viruses, malicious code and dis-
tributed denial-of-service (DDoS) operations. This 
chapter, however, will discuss a broader national 
insecurity: threats to critical infrastructure in 
cyberspace from nation-state or extremist groups. 
It provides an assessment of cyber threats and the 
very real dangers to cyberspace that can originate 
from physical threats. 

In the last 20 years, the actors posing the greatest 
threats to cyberspace have shifted from tactical 
actors whose impacts have ranged from opera-
tional nuisances (e.g., shutting down public-facing 
websites) and financial (e.g., credit card fraud and 
identity theft) to terrorist groups and nation-states 
whose strategic intent is to cause long-term harm 
to U.S. economic well being (e.g., stealing critical 
technology and intellectual property) and national 
security (e.g., attacks on the global financial system 
and national electric grid). As more and more of 
the U.S. economy and society move to the Internet 
through initiatives such as electronic medical 
records, telemedicine and “smart grids,” the likeli-
hood and severity of attacks in cyberspace will 
almost certainly increase.

In cyberspace, where the Internet provides global 
connectivity and access to a rich assortment of 
valuable assets of strategic importance, an enemy 
has the advantages of stealth, anonymity and 
unpredictability. The increasing levels of sophisti-
cation of computer-based attacks on civilian and 
military networks worldwide raise the cyber secu-
rity bar each year, as does the exponential increase 
in information volume and the decrease of time-
distance constraints.

Cyberspace is a domain, which has its own distinct 
features and challenges – just as the domains of 
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land, sea, air and space do. Industry, trade, finance, 
security, intellectual property, technology, culture, 
policy and diplomacy are some of the many areas 
in which the United States has become dependent 
on the cyber domain.

Cyberspace enables the creation, transmission, 
manipulation and utilization of digital informa-
tion. Voice, video and data communications are 
transmitted through wired and wireless mediums 
to a range of connected devices that can include 
desktop and laptop computers, smart phones, 
mainframes, televisions, radios, SCADA (supervi-
sory control and data acquisition) systems, sensor 
and navigation systems and communications satel-
lites. Digitized content (e.g., television programs, 
music and books), digital devices and services, 
telecommunications and cable collectively form 
an increasingly interdependent and complex cyber 
domain that transcends traditional geographic 
boundaries.1

Fortunately, the United States and its allies are not 
standing still. Recent efforts to strengthen cyber 
security include the Comprehensive National 
Cybersecurity Initiative (CNCI), the appointment 
at the White House of a cyber security coordinator, 
and the establishment of U.S. Cyber Command. 
However, more sustained effort on several fronts 
is needed. First, the United States needs to work 
with its allies to develop a policy for cyberspace in 
the same manner as it developed norms, rules and 
standards for airspace and civilian aviation in the 
1940s and 1950s. Second, the United States needs 
to craft a comprehensive cyber security strategy 
that links goals and objectives to budget and per-
formance measures across the federal government 
to better integrate efforts and avoid duplicative 
investments. Third, the United States needs to 
streamline the interagency process and create 
a national cyber security center (modeled after 
similar efforts at the National Counterterrorism 
Center) that would serve as the “one stop shop” for 
cyber security operations both within the federal 

government and between government and the 
private sector, where the bulk of cyber assets are 
located and managed. This would improve infor-
mation sharing and enhance the U.S. ability to 
respond to attacks with greater alacrity. Fourth, the 
United States needs a public-private research and 
development effort – modeled after SEMATECH2 
– to develop next generation cyber security tech-
nologies and ensure that the United States does not 
fall behind in this critical area. Lastly, the United 
States needs to rebuild the national human capital 
base in math, science, education and technology in 
areas like electrical engineering, computer science 
and cyber security.

This chapter is divided into four sections that out-
line cyber actors and their intentions; analyze the 
predominant vectors used to threaten the compo-
nents of cyberspace; review the common targets; 
and assess the impacts produced by an attack.

Actors
The popular notion of threats to cyberspace still 
revolves around individual hackers seeking to 
prove their technical prowess, criminal elements 
whose goal is financial gain, or rogue agents who 
use cyber attacks to make a political statement. 
However, a wider range of actors can pose cyber 
threats, including nation-states, non-state actors, or 
a combination of both working together. Criminal 
networks, extremist groups, state-sponsored agents 
and nation-states now have the ability to conduct 
targeted and more sophisticated attacks.3 

The United States’ cyber adversaries share a com-
mon goal: to disrupt the nation’s critical civilian 
and military infrastructures. Their motives may be 
distinct, but each uses the same vehicle – the cyber 
domain - as a vehicle through which to achieve 
exponential impact, including harming people and 
inflicting extensive economic damage. The main 
actors in cyberspace can be divided into three cat-
egories: states, organizations and individuals.4
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StAteS
States pose the most powerful and significant 
threats to cyberspace. These threats range from 
spreading disinformation to intelligence gather-
ing to small- and large-scale attacks on critical 
infrastructures.

Roughly 140 countries were developing cyber 
weapons arsenals at the end of 2008. Within the 
next five years we will see countries and extremist 
groups jockeying for cyber supremacy.

Israel

The Israel Defense Forces (IDF) is reportedly hon-
ing its cyber warfare capabilities in preparation for 
future conflicts. According to one report, the IDF 
has already conducted a number of successful cyber 
warfare campaigns, including hacking into Syrian 
air-defense radars during an operation against the 
country’s nascent nuclear weapons program.5

Press accounts of the 2006 Second Lebanon War 
suggest that Hezbollah hacked into Israeli com-
munications systems. According to one report, 
Hezbollah members achieved “an unprecedented 
intelligence breakthrough that enabled them to 
thwart tank assaults by emplacing long-range 
armor-piercing munitions on pre-identified 
approach routes.”6 The Iranian Revolutionary 
Guard gave Hezbollah advanced frequency-hopping 
technology that enabled the group to track and ana-
lyze the IDF’s radio communications. As a result, 
Hezbollah gained excellent situational awareness 
about Israel operations, tactics, and logistics. One 
former senior IDF official acknowledged that this 
capability had “disastrous” consequences for the 
offensive. The IDF has subsequently taken measures 
to improve operational security.7 

Russia

Russia’s cyber warfare doctrine uses offensive 
cyber weapons as a force multiplier, a military 
term that describes a weapon or tactic, which 
significantly increases combat potential when 
used alongside other military capabilities. Russia’s 

cyber strategy emphasizes the ability to disrupt its 
adversaries’ information infrastructure, mili-
tary and civilian communications and critical 
infrastructure prior before traditional military 
operations commence.8

Russian cyber warfare doctrine states that all 
targets should be identified before an “information 
strike.” Successful attacks should deny the enemy 
access to external information, disrupt credit and 
monetary circulation, and conduct psychologi-
cal operations against the population – including 
disinformation and propaganda. Careful pre-strike 
planning and long-term investments in reconnais-
sance and covert penetration into enemy systems 
can help accomplish these objectives. 

Perhaps the best known example of a Russian 
cyber operation occurred in Estonia in 2007, when 
an extensive DDoS attack severely disrupted many 
important websites, including those of parliament, 
newspapers and the central bank. Russia launched 
a similarly destructive attack against the Republic 

estonia 2007
 
Actor 
Unknown, but the source is suspected to be either 
Russian government or an organized group of 
Russian individuals.

vector 
Multiple DDoS attacks.

target 
Estonian government, law enforcement, banking, 
media and Internet infrastructure. The attacks 
began on April 27 and continued for three weeks.

impact 
Estonia’s two largest banks briefly lost all com-
munications and international services were 
disrupted for days. Government communications 
were also disrupted.



America’s Cyber Future
Security and Prosperity in the Information AgeJ U N E  2 0 1 1

30  |

of Georgia before their war in 2008.9 States that 
feel threatened by Russia are prioritizing efforts to 
defend against such attacks. 

China

China is currently building the technological capa-
bility to carry out a cyber attack anywhere in the 
world at any time. Nations around the world can 
no longer ignore the advanced threat China’s cyber 
warfare capabilities present today and the one to 
which it aspires in the future. 

China has significant cyber weapons and intel-
ligence infrastructure in place today. As part of an 
integrated national plan, the People’s Liberation 
Army (PLA), has adopted a formal cyber warfare 
doctrine and conducts cyber warfare exercised and 
simulations. One recent study concluded, “Beijing’s 
intelligence services continue to collect science and 
technology information to support the govern-
ment’s goals, while Chinese industry gives priority 
to domestically manufactured products to meet 
its technology needs. The PLA maintains close ties 
with its Russian counterpart, but there is signifi-
cant evidence that Beijing seeks to develop its own 
unique model for waging cyber warfare.”10

China’s cyber warfare doctrine seeks to attain 
global “electronic dominance” by 2050, which 
would include targeting its enemies’ financial 
markets, military and civilian communications 
capabilities and critical infrastructure before tradi-
tional military operations begin. In 1999, the PLA 
Daily stated, “Internet warfare is of equal signifi-
cance to land, sea and air power and requires its 
own military branch.”11

The Chinese military is trying to coordinate cyber 
operations and kinetic strikes in order to disrupt 
an adversary’s information and communications 
networks. Attacks on vital targets such as the 
enemy’s computers, communications, command 
and control, intelligence, surveillance and recon-
naissance (C4ISR), data nodes and networks would 

provide opportunities for exploiting enemy data 
and open an enemy’s military to data exploitation 
and potentially crippling strikes.12 

NoN-StAte orgANizAtioNS
Ideological or criminal non-state actors conduct 
cyber attacks to deny service or disrupt systems, 
but do not have the same capacities as large govern-
ments. In general, it is easy to mount low-cost DDoS 
attacks against low-value targets such as websites. 
Botnets of zombie computers are easy to infect, and 
websites are often vulnerable to such measures. 

Sophisticated attacks against high-value targets 
such as defense communications systems require 
large intelligence agencies to intrude physically and 
crack highly encrypted codes. A teenage hacker, a 
group of criminals and a large government can all 
do considerable damage over the Internet, but they 
are not equally powerful in the cyber domain.

Organized criminal networks target both individu-
als and corporations in cyberspace. These attackers 
tend not to directly engage government entities and 
their operations in cyberspace. 

Organized criminal networks typically target indi-
vidual Americans in order to steal their identity. 
According to one estimate, cybercriminals create 
57,000 fake websites each week that appear to be 
the websites of 375 high-profile brands, includ-
ing eBay, Western Union, Visa, Amazon, Bank of 
America and PayPal.13 

The greatest concern, however, comes from cyber 
criminals’ data breaches and theft of intellectual 
property from corporations. The costs of cyber 
crime are hard to measure, but companies could 
be losing more than a trillion dollars a year.14 Data 
breaches orchestrated by organized cyber crimi-
nals resulted in the loss of hundreds of millions of 
consumer records in 2008.15

According to one report, cyber criminal organiza-
tions “have taken on a Mafia-like structure that is a 
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far cry from the early days of the lone-wolf hacker 
setting out to make a name for himself.”16

Some criminal organizations are small and seek 
to profit quickly before they can be detected by 
governments and law enforcement. Others exist 
on a global scale and may receive protection from 
weak governments in exchange for bribes or other 
forms of payment. Black market forums such as 
Shadow Crew and DarkMarket have used under-
ground economy computer servers for a variety 
of data brokering activities, including buying 
and selling stolen bank account details, govern-
ment issued identity numbers, credit card details, 
personal identification numbers and email address 
lists. At its height, Darkmarket included more than 
2500 global members who purchased and sold 
stolen passwords, credit cards and other financial 
information.17 

Steven Chabinsky, deputy assistant director of the 
FBI’s cyber division, recently identified ten different 
types of specialists involved in a typical cyber crime:

Programmers who write malware and other •	
codes needed to conduct the crime.

Distributors or vendors who trade and sell stolen •	
data.

Technical experts who provide technical support.•	

Hackers who identify and exploit vulnerabilities.•	

Fraudsters who develop schemes like phishing •	
and spamming.

Hosters who provide safe and secure hosting.•	

Cashers who control drop accounts and sell that •	
information to other criminals.

Money mules who are often controlled by •	
cashers.

Tellers who launder money.•	

Organization leaders.•	 18

iNdividuAlS
Individuals who are potential cyber adversaries fall 
into four main groups: novices, hackers, hacktivists 
and cyber terrorists. 

Novices

Novices possess limited programming skills. 
They conduct unsophisticated attacks using pre-
written scripts called toolkits, such as NeoSploit, 
WebAttacker and IcePack. Novices usually seek 
adventure, thrills and acceptance into the hacker 
subculture. Their limited skills generally restrict 
the scope of their attacks. But as increasingly 
sophisticated toolkits are becoming available, their 
ability to conduct larger attacks is growing.19

Hackers

Hackers remotely access data, files and computer 
operating systems (usually without permission. 
The earliest hackers sought to learn more about 
how computers operated, not to conduct malicious 
activity. More recent hackers, however, deliber-
ately seek to disrupt, damage, or disable computer 
networks through increasingly sophisticated and 
organized attacks.20

Hacktivists

Hacktivists are primarily motivated by a political 
cause rather than individual gain. They primarily 
conduct DDoS attacks, but they also use tools like 

According to one estimate, 

cybercriminals create 57,000 

fake websites each week that 

appear to be the websites 

of 375 high-profile brands, 

including eBay, Western 

Union, Visa, Amazon, Bank of 

America and PayPal.
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viruses and worms. Although they target specific 
organizations, these attacks can have broader 
consequences as well.21 Perhaps the best-known 
recent example is the “Anonymous” group, which 
conducted a number of cyberattacks to protest the 
imprisonment of Private Bradley Manning, who 
allegedly gave classified material to WikiLeaks, and 
WikiLeaks founder Julian Assange.22

Cyber Terrorists 

Cyber terrorists are similar to hacktivists in that 
their network intrusions are politically motivated, 
but the scope of their attacks is different. Unlike 
hacktivists, cyber terrorists seek to inflict damage 
to targets that are important to a society’s eco-
nomic and political functioning.

These groups may engage in state-sponsored cyber 
operations or facilitate organized criminal net-
works. They target the cyber assets and data of 
their adversaries. Cyber terrorists are usually very 
secretive, highly skilled, ideologically motivated, 
and well funded.23

The Internet has been described as a “virtual train-
ing camp” or “open university” for extremists. 
They can use it to gain new recruits (some of whom 
will be selected to attend physical training camps), 
and recruits can learn the skills needed to conduct 
terror attacks.24 

vectors
kiNetiC
Threats to cyberspace can be kinetic (i.e. physical 
attacks). Kinetic attacks are instances of non-soft-
ware-based attacks on targets critical to a state or 
organization’s cyber networks.

Although most studies of threats to cyberspace 
focus on cyber attack vectors, physical attacks can 
profoundly impact cyberspace and should not be 
ignored. 

A kinetic strike utilizes brute physical force 
against a chosen target using an explosive device, 

missile, bomb or even a blunt object to inflict 
severe damage or destroy the target that repre-
sents a critical node or component of a country 
or company’s information, communications or 
command networks. 

The successful Chinese anti-satellite missile test 
in 2007 is an example of this type of attack. The 
target in this incident was the FY-1C weather 
satellite. The test was carried out using an SC-19 
ASAT missile with a kinetic kill warhead.25 This 
incident demonstrated the impact a kinetic strike 
against a country’s satellite communications 
network can have, causing international alarm, 
and prompting fears of an accelerated space arms 
race in Europe, the United States and Asia. This 
is critical to cyber security because the bulk of 
space-based assets either provides or transports 
information (e.g., global positioning satellites, 
communications satellites and reconnaissance 
satellites). As such, most satellites are simply 
cyber assets located in space.

undersea Cable Cut, 2008
 
Actor 
Iraqi-owned MV Hounslow and South Korean-
owned MT Ann.

vector 
Anchors from the two ships were said to have 
caused Internet and telecommunications outages.

target 
SEA-ME-WE 4 and FLAG Telecom cables.

impact 
70 percent of Internet traffic in Egypt and 60 per-
cent in India were reportedly disrupted. Problems 
also occurred in Afghanistan, Bahrain, Bangladesh, 
Kuwait, Maldives, Pakistan, Qatar, Saudi Arabia 
and United Arab Emirates.
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The September 2007 Israeli air strike against a 
nuclear reactor target in Syria was reportedly 
accompanied by a simultaneous cyber attack 
against Syrian air defenses, which allowed Israeli 
aircraft to enter Syrian airspace without being 
detected. As one report noted, “More and more 
often, cyber attacks on government servers signal a 
physical attack in the offing.”26

eleCtromAgNetiC
Electromagnetic pulses (EMP) are large bursts 
of electricity in the atmosphere that can be 
caused by nuclear blasts or geomagnetic storms. 
Electromagnetic pulses can generate powerful 
ground currents that can cripple power lines and 
electrical grids across state lines.27 They can also 
interfere with electrical systems. A strong EMP 
can physically destroy key computer components, 
including the motherboard.28

The United States and a few other countries have 
developed weapons that have the same effects 
as EMPs. Currently these weapons can operate 

effectively over distances as great as a kilometer, 
but they are not yet powerful enough to affect 
broad areas like a whole city.29 However, nearly 30 
countries (including North Korea) currently pos-
sess ballistic missile capabilities, which can create 
EMP effects.30

The Heritage Foundation identified several poten-
tial effects of an EMP-based attack on the cyber 
domain, including:

Traffic lights would no longer function, so •	
all roads would be gridlocked. The computer 
systems operating mass transit would be 
inoperative.

After an EMP attack, transportation networks •	
would grind to a halt and no food would be 
delivered.

Satellites in low-earth orbit and many of the •	
communication support systems would be 
disabled. Devices such as Blackberries and GPS 
would not work.

Critical computers that direct the national elec-•	
trical grid would be inoperative.31

CyBer
A majority of cyber threats are non-kinetic: mali-
cious software programs, botnets and DDoS attacks. 
These forms of cyber attack also have transformed 
from the earliest days of cyber insecurity.

Malicious Software

Many industries and utilities use SCADA systems 
to control various processes. Cyber attackers could 
introduce malicious software into these systems and 
terminate any of these processes, which would have 
real physical consequences. A cyber attacker who 
disables the power grid in a cold-climate city during 
the winter, for example, can cause more damage than 
if he or she had conducted the attack with kinetic 
weapons. Generators would be able to provide some 
relief, but they would not be able to address the effects 
of a widespread regional blackout.32

ghostNet 

Actor 
GhostNet compromised proxy computers on 
Hainan Island. According to various reports, 
GhostNet is associated with the Chinese 
government.

vector 
GhostNet causes computers to download mal-
ware that allows attackers to gain complete 
control of a computer in real time.

target and impact 
Up to 30 percent of the infected hosts are consid-
ered high-value targets and include computers 
located at ministries of foreign affairs, embassies, 
international organizations, news media and non-
governmental organizations.
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The Conficker worm illustrates how sophisticated 
and resilient malicious software can be. It was 
introduced in November 2009 and rapidly spread 
around the world. Computer security experts soon 
created software that deleted the worm from mil-
lions of infected computers. Yet Conficker’s authors 
continued to release new versions of the worm that 
included cutting-edge code. The attackers proved 
to be more agile than the security companies try-
ing to counter the worm, which astounded many 
observers.33

Today, even novices can access free or low-cost 
toolkits that enable them to customize malicious 
computer code. According to Symantec, more than 
90,000 different variants of the ZeuS toolkit existed 
during 2009 alone.34

Botnets

A botnet includes many compromised computers 
that are used to create and send spam or viruses, 
or inundate a network with messages in the form 
of a DDoS attack. There are several ways to gain 
access to the compromised devices. For instance, 
a hacker might exploit a security weakness in a 
Web browser, an Internet chat-relay program or 
the operating systems of the computers them-
selves. Upon gaining access, the hacker can run 
automated programs (“bots”) on all the systems 
simultaneously.35 

Botnets come in many shapes and sizes; they can 
involve a handful of computers or many thou-
sands. While capable of inflicting the heaviest 
damage, the larger botnets are also the easiest to 
detect and destroy, as the enormous bandwidth 
they require may trigger an alert that leads one of 
more of the Internet Service Providers (ISPs) to the 
source.36

Distributed Denial-of-Service

Distributed denial-of-service attacks involve a 
hacker embedding malicious software on unse-
cured servers. The software allows an outside party 

to use the compromised servers to launch an over-
whelming number of requests for a specific website. 
DDoS attacks make the target system inoperable, 
either by crashing it or making it so busy that it 
cannot operate normally. These operations can be 
used during military operations to flood networks, 
modify data, physically destroy hardware, or send 
electromagnetic pulses that interfere with signals 
and communications.37

During the 1999 Kosovo conflict, hackers tried to 
disrupt NATO military operations through hack-
ing and achieved a few minor successes. Today, 
botnets that provide extensive DDoS capabilities 
are easily available and can be procured anony-
mously. Since defending against a DDoS attack is 
so difficult, attackers may conduct many diver-
sionary attacks to distract from the main attacks. 
Identifying those responsible for DDoS attacks 
can be very challenging. Some investigations have 
lasted for years and yielded little progress.38

Hackers no longer simply scan cyberspace to 
find vulnerabilities. Instead, they have learned 
to create vulnerabilities in targets such as finan-
cial institutions, business competitors, political 
groups or hostile countries. Companies including 
Rolls-Royce, Royal Dutch Shell, Google and Adobe 
Systems have suffered from highly calculated and 
deliberate cyber attacks. In many cases, attackers 
seek to gain the intellectual property of companies, 
even when that information would only benefit 
a small number of the companies’ competitors. 
Attackers are rarely punished because of difficul-
ties in attributing and proving responsibility for 
their actions, as well as the reluctance of compa-
nies to publicly expose such breaches.39 

targets
Cyber attackers have expanded their targets 
beyond infrastructure to include assaults on 
applications as well. Web application attacks were 
responsible for 79 percent of records breached 
globally in 2009.40 Yet a majority of spending in 
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cyber security is on infrastructure components, 
mostly because many companies lack the expertise 
to appreciate the reality of the problem. Companies 
that do want to focus on Web application attacks 
struggle to find people with the right skills to man-
age this risk.

According to McAfee, “Critical infrastructure 
owners and operators report that their networks 
and control systems are under repeated cyber 
attack, often from high-level adversaries like for-
eign nation-states.”41 Sixty percent of U.S. Internet 
technology and infrastructure executives surveyed 
for that report said that they expected to see a 
“major cyber incident” within two years.42 

The targets of most interest to cyber adversaries 
comprise three groups:

Federal – The White House, Congress, •	
Department of Homeland Security and others 
are targeted because they symbolize our nation’s 
domestic security.

Military – The Pentagon and combatant •	
commands are targeted to disrupt military 
operations such as in Iraq and Afghanistan.

Civilian – Critical infrastructure (such as finan-•	
cial, power and telecommunications) is targeted 
because attacks can cause widespread damage 
and affect a large population.

Successful attacks on federal targets demonstrate 
adversaries’ ability to exploit the vulnerabilities 
of those systems. To date, attackers have mainly 
targeted websites, which serve as the public face 
of the government. For example, on July 4, 2009, 
a series of coordinated cyber attacks was initiated 
against government, media and financial websites 
in both South Korea and the United States. Among 
the websites affected were the White House and the 
Pentagon. The perpetrators utilized a DDoS attack. 
The attacks themselves were relatively unsophisti-
cated and deployed a botnet of roughly 50,000 to 
65,000 computers, but because the attacks occurred 

in three distinct waves, each targeting different 
groups of websites, it is believed that this overall 
DDoS was launched as an organized and well-
coordinated plan.43 

Consequently, cyber attacks can compromise the 
functioning of critical infrastructures crucial to 
national security.44 The U.S. government, for exam-
ple, claims that, “The continued exploitation of 
information networks and the compromise of sen-
sitive data, especially by nations, leave the United 
States vulnerable to the loss of economic competi-
tiveness and the loss of the military’s technological 
advantages.”45 So rather than existing as two 
distinguishable dimensions, economic well-being 
and national security are closely interconnected 
because critical information infrastructures are 
essential for both dimensions. 

impacts
A successful attack can have serious consequences 
for major economic and industrial sectors, infra-
structure elements such as electrical power and 
the response and communication capabilities of 
first responders in crisis situations. The degrees 
of impact from cyber attacks range from network 
downtime of personal systems to life-threatening 
destruction of critical infrastructures. 

Cyber attacks can have potentially enormous 
consequences. As one industry expert noted, “A 
security breach in the past meant that you had to 
respond quickly, keep law enforcement involved, 
deal with your affected customers, and ask their 
forgiveness. Today, a breach could mean that the 
engineering design you were betting your com-
pany’s future on is in the hands of a competitor. A 
breach today could lead to the discovery of several 
other regulatory, legal, or policy violations, ulti-
mately resulting in millions of dollars in fines and 
remediation costs.”46

An attack on cyberspace can have profound 
impacts on multiple levels. This section will discuss 
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those impacts and use two case studies to highlight 
the critical nature of threats to cyberspace at differ-
ent levels. 

orgANizAtioNAl eFFeCtS
Cyber attacks at the organizational level range 
from operational disruptions and costs associated 
with recovering from an attack to serious eco-
nomic damage in terms of lost revenue, fines and/
or destruction of shareholder value. 

For instance, on September 27, 2004, hackers com-
promised the computer systems of ChoicePoint 
Inc., one of the largest aggregators of U.S. consum-
ers’ personal and credit information. A security 
weakness in the ChoicePoint database enabled 
hackers to gain access to the personal information 
of over 163,000 ChoicePoint customers, leading 
to at least 5,000 cases of identity theft. However, 
ChoicePoint did not disclose the breach to the 
public until February 14, 2005 – more than four 
months later – when it sent letters of notifications 
to 35,000 Californians and 110,000 people across 
the country of an increased risk of identity theft.47 

The Federal Trade Commission charged 
ChoicePoint with violating the Fair Credit 
Reporting Act by misrepresenting the security of 
their information database. ChoicePoint settled the 
case by paying 10 million dollars in civil penalties 
and 5 million dollars to customers whose identi-
ties had been stolen. The settlement also required 
ChoicePoint to conduct comprehensive back-
ground checks for every business requesting access 
to the database, to develop a stronger information 
security system and to hold annual audits of its 
systems (conducted by outside security profession-
als) until 2026.48

NAtioNAl eFFeCtS
National effects include those that transcend 
single organizations or localities whose effects 
are systemic and potentially catastrophic and 
includes most critical national infrastructure (e.g., 

energy, finance, transportation, etc). While no 
significant cyber attack on critical infrastructure 
has yet occurred, anecdotes provide evidence of 
the national effects that damages to infrastructure 
can have.

One useful example is the blackout throughout 
the northeastern United States and southeastern 
Canada on August 14, 2003. A high-voltage power 
line in northern Ohio shut down after coming into 
contact with a tree. Usually this would have trig-
gered an alarm, but a software bug (known as a race 
condition) in FirstEnergy’s XA/21 SCADA caused 
the alarm system to fail. As a result, no one was 
alerted to the initial transmission line shutdown or 
the cascading system failures that occurred during 
the next two hours. The blackout killed 11 people 
and cost more than 6 billion dollars.49

The consequences of this monumental power 
failure demonstrate the interconnected nature of 
the nation’s power grid and the inherent dangers it 
presents. One assessment of the damage reported 
that: “Sewage spilled into waterways. Train ser-
vice in the Northeast Corridor, including those 
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provided by Amtrak, Long Island Railroad, and 
Metro-North, was shut down. Planes couldn’t fly 
because passenger screening equipment was down, 
baggage couldn’t be delivered, and electronic tick-
eting systems could not be accessed. Gas stations 
couldn’t pump fuel. Oil refineries shut down. Cell 
phones and laptops quit working when their batter-
ies ran out. Miners were marooned underground. 
The U.S./Canadian border shut down because 
of the lack of electronic border check systems. 
The backup diesel generator for the 1,900-room 
Marriott Hotel in New York wouldn’t start even 
though it had been tested weekly. Guests had to 
walk down and sleep under the stars. It is thought 
that the Ontario government fell in October elec-
tions because of the blackout.”50 

Summary
The threat to cyberspace is real and will continue 
to grow as the world becomes more connected 
and as more critical functions (e.g., energy, health, 
transportation, commerce, etc.) migrate to digi-
tal platforms and networks. While it is true that 
90 percent of cyberspace is in the private sector, 
securing cyberspace will require bipartisan leader-
ship by the U.S. government, partnership with the 
private sector, and engagement with the American 
public. Specifically, this will require a clear cyber 
security policy to guide our international efforts; a 
comprehensive cyber security strategy to integrate 
the disparate efforts across the U.S. government; 
a streamlined and agile operating model that 
brings together the government and private sector 
to anticipate and respond to threats; a concerted 
and sustained R&D effort – again working with 
the private sector – to develop breakthrough cyber 
security technologies; and long-term investment in 
human capital. Cyberspace is critical to our econ-
omy, national security and society; our response 
must be commensurate with the challenge.
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By Gary McGraw and Nathaniel Fick

S E PA R AT I N G  T H R E AT  F R O M  T H E 
H y P E :  W H AT  WA S H I N G TO N  N E E D S  
TO  K N O W  A B O U T  C y B E R  S E C U R I T y

Washington has become transfixed by cyber 
security and with good reason. Cyber threats 
cost Americans billions of dollars each year and 
put U.S. troops at risk.1 Yet, too much of the 
discussion about cyber security is ill informed, 
and even sophisticated policymakers struggle to 
sort hype from reality. As a result, Washington 
focuses on many of the wrong things. Offense 
overshadows defense. National security concerns 
dominate the discussion even though most costs 
of insecurity are borne by civilians. Meanwhile, 
effective but technical measures like security 
engineering and building secure software are 
overlooked.

The conceptual conflation of cyber war, cyber 
espionage and cyber crime into a monolithic 
and dangerous “cyber menace” perpetuates fear, 
uncertainty and doubt. This has made the already 
gaping policy vacuum on cyber security more 
obvious than ever before. But as Washington 
grapples with the challenge of cyber security, the 
risks – which range from failing to act, to acting 
poorly to overreacting – are real and have far-
ranging consequences.

When it comes to cyber security, it is hard even 
for experts to understand what is real and what 
is a cyber chimera. How much of what we are 
hearing about cyber war is driven by hype? How 
much of it is something that we need to worry 
about, and who should do the worrying? More 
to the point, if the hype and fear engines ran out 
of fuel for a day, leaving only even-handed and 
well-reasoned analysis, how would we describe 
the current situation and begin to create an 
approach for improvement? Our aim in this 
chapter is to help policymakers find their way 
through the fog and set guidelines to protect the 
best of the Internet and cyberspace, both from 
those who seek to harm it, and from those who 
seek to protect it but risk doing more harm than 
good.



America’s Cyber Future
Security and Prosperity in the Information AgeJ U N E  2 0 1 1

44  |

Cyber hype and Cyber reality
Any discussion of cyber security must begin by 
separating hype from reality. It is true that cyber 
war, cyber espionage and cyber crime all share 
the same root cause – dependence on insecure 
cyber systems. The bad news about U.S. cyber 
dependency is that cyber war appears to be 
dominating the conversation among policymak-
ers even though cyber crime is a much larger 
and more pervasive problem. When pundits and 
policymakers focus only on the dangers of cyber 
war, the most pressing threats emanating from 
cyber espionage and cyber crime are relegated to 
the background.

whAt iS CyBer wAr?
Whether online, on television or in print, 
hyperbolic discussion of cyber war has become 
widespread. The most hyped of these “cyber war” 
stories are worth reviewing:

Hyped Story #1 – In 2007, a number of distrib-•	
uted denial-of-service (DDoS) attacks, in which 
many coordinated computers overwhelm a tar-
get computer with messages and thereby block 
legitimate traffic, were directed against Estonia. 
This happened during a political dust-up with 
Russia over the removal of a statue. While the 
complexity of modern conflict makes it dif-
ficult to draw perfect distinctions, the DDoS 
attack against Estonia had no warlike impact. 
Most importantly, the technical sophistication 
of the attacks was very low. In 2009, similar 
cyber attacks targeted the Republic of Georgia 
during the Russian armed invasion. However, 
from a technical standpoint, attacks like these 
would fail utterly if launched against popular 
U.S. e-commerce websites such as Amazon or 
Google, possibly to the point of not even being 
noticed.2 

Hyped Story #2 – In 2009, CBS aired a seg-•	
ment on its show 60 Minutes that attributed 
several blackouts in Brazil to unidentified cyber 

attackers. Brazil’s top cyber security officer 
denied the allegations.3 A few days after the 
show aired, a major blackout in Brazil prompted 
renewed speculation of cyber attacks. The 
subsequent discovery of some very minor imple-
mentation bugs involving databases in the power 
company’s website provided feeble evidence in 
support of the claim.4 Nonetheless, specula-
tion about a cyber attack surged. Ultimately, 
an investigation revealed the blackout was the 
much more pedestrian result of a combination 
of operational and procedural failures from one 
electric power supplier company.5

Hyped Story #3 – In 2010, a mistake made when •	
managing one of the protocols at the heart of the 
Internet called Border Gateway Protocol (BGP) 
was incorrectly characterized as a malicious 
“hijacking” of 15 percent of U.S.-based Internet 
traffic by Chinese attackers.6 The mistake led to 
a temporary and short-lived diversion of traf-
fic on some segments of the Internet through 
servers in China. Much of the spin characterized 
the mistake, which is unfortunately very easy 
to make due to the poor design of BGP, as an 
intentional and malicious act. Though the actual 
traffic numbers in question were inflated, even 
members of the U.S. Congress appear to have 
regarded this incident as a deliberately orches-
trated cyber attack.7

It is a bad idea to intermingle hyped stories such 
as these with more severe attacks. Doing so 
obscures understanding of the seriousness of cyber 
warfare and its implications. Though computer 
geeks and policy wonks must work together to 
solve cyber security problems, continuing to use 
a loose definition of cyber war risks alienating 
experts who see through computer security jargon 
and hype. Distributed denial-of-service attacks 
with no physical impact should not be used as an 
example of cyber war. Doing so will only widen the 
chasm between computer security specialists and 
Washington decision makers.8 
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Compounding the misinformation spread by these 
kinds of stories is the lack of a clear definition 
of cyber war. Definitions vary widely. The “war” 
part is relatively straightforward: Violent conflict 
between groups for political, economic or philo-
sophical reasons. The less straightforward part is 
determining whether an action with no real world 
impact constitutes cyber war. For example, is 
simply taking down a website or infecting a com-
puter with a malicious virus an act of cyber war? 
Although sometimes framed as such, this defini-
tion seems far too sweeping.

Cyber war requires a consequential impact in the 
physical world, or what military experts call a 
“kinetic” (or physical) impact. Infecting an adver-
sary’s command and control system with malicious 
software yielding the attacker complete control, 
thereby allowing the attacker to command the adver-
sary’s Predator drones to shoot at the wrong targets 
would, for example, count as an act of cyber war. In 
the end, war is the application of force to achieve a 
desired end. Or, as Prussian military theorist Carl von 
Clausewitz famously put it, war is the continuation of 
politics by other means. To qualify as cyber war, the 
means may be virtual, but the impact should be real.

To be sure, some cyber attacks do transcend the 
confines of cyberspace and qualify as cyber war. 

In their recent book, Cyber War, Richard Clarke 
and Robert Knake include a number of case stud-
ies that illustrate the notion of kinetic impact.9 
Perhaps the most interesting example involves 
Israeli cyber war maneuvers during the bombing of 
a suspected Syrian nuclear facility in 2007.10 Syria’s 
formidable air defense system could not track 
inbound Israeli fighter jets because it was taken 
over by Israeli cyber warriors who incapacitated or 
otherwise blinded it before the raid. This meets the 
definition of cyber war; the tie to a kinetic impact 
is clear – a completely destroyed Syrian facility.

There are a number of additional examples of 
real cyber attacks going back decades that are 
worth mentioning. In 1982, Canadian com-
puter code, modified by the CIA before it was 
stolen by the Soviets, caused a Soviet gas pipe-
line to explode. Last year and perhaps earlier, 
the Stuxnet worm was used to attack uranium 
enrichment facilities in Iran. While analysis 
of Stuxnet continues to this day, it appears to 
be a real offensive cyber weapon with a clear 
kinetic impact, namely, non-functioning cen-
trifuges.11 Stuxnet is a fascinating study in the 
future of malicious software or “malware.” 
Not only did its delivery vehicle reveal at least 
four previously unknown exploits in Microsoft 
software, its payload clearly demonstrated that 
systems of the sort that control power plants and 
safety-critical industrial processes are rife with 
vulnerabilities.12

Another real and serious instance of a cyber 
attack occurred in 2008, when a USB drive in the 
Middle East was used to infect U.S. Department 
of Defense command and control systems, 
prompting Deputy Secretary of Defense William 
Lynn to write in Foreign Affairs, “This previously 
classified incident was the most significant breach 
of U.S. military computers ever, and it served 
as an important wake-up call.”13 However, the 
impact of this attack appears to have remained 
limited to cyberspace.

When pundits and 

policymakers focus only on the 

dangers of cyber war, the most 

pressing threats emanating 

from cyber espionage and 
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War has both defensive and offensive aspects, 
and understanding this fundamental dynamic 
is central to understanding cyber war. 
Overconcentrating on offense can be very danger-
ous and destabilizing as it encourages actors to 
attack first and ferociously, before an adversary can 
since no effective defense is available. On the other 
hand, when defenses are equal or even superior to 
offensive forces, actors have less incentive to strike 
first because the expected advantages of doing 
so are far less. The United States is supposedly 
very good at cyber offense today, but from a cyber 
defense perspective it lives in the same glass houses 
as everyone else. The root of the problem is that the 
systems we depend on – the lifeblood of the mod-
ern world – are not built to be secure.

This notion of offense and defense in cyber security 
is worth teasing out now and returning to later. In 
our view, offense involves exploiting systems, pen-
etrating systems with cyber attacks and generally 
leveraging broken software to compromise entire 
systems and systems of systems.14 On the other 
hand, defense means building secure software, 
designing and engineering systems to be secure in 
the first place and creating incentives and rewards 
for systems that are built to be secure.15 

Unlike physical reality, cyberspace has a com-
pletely different makeup that affects the mix of 
offense and defense. It is impossible to “take and 
hold” cyberspace, to invoke a term traditionally 
used in military operations. Cyberspace more 
closely resembles the naval or space domains where 
powerful countries are able to monitor, patrol, 
exert influence and deter aggression, but they do 
not exercise control in the way it is traditionally 
conceived of during ground conflicts. Cyber sharp-
shooters cannot control a section of cyberspace 
and should not be asked to do so.

Indeed, cyberspace is a dynamic system in con-
stant motion where clocks run at superhuman 
tempo close to the speed of light. Time and space 

are different in cyberspace. There is no “there” 
there, and humans are intolerably slow.

There is also no isolated battlefield on the Internet. 
In the case of cyber war, the battlefield will, by 
necessity, involve civilian systems of every stripe.

In the final analysis, the threat of cyber war is real 
but overstated. Even acts amounting to cyber war 
have thus far never led to military conflict in the 
real world.

whAt iS CyBer eSpioNAge?
Cyber espionage is another prominent cyber 
security problem that captivates the imagination. 
Cyber espionage is much more common than 
cyber war. The highly distributed, massively inter-
connected nature of modern information systems 
makes keeping secrets difficult. When almost 
one million U.S. citizens have security clearances 
and information system managers are told that 
“connecting the dots” should be their top method 
for stopping terrorism, it should come as little 
surprise that classified information often leaks. 
It is easier than ever before to transfer, store and 
hide information. A pen drive the size of a little 
finger can store more information than the super 
computers of a decade ago. 

WikiLeaks is not an anomaly. That is, the 
WikiLeaks commotion that grabbed headlines is 
not just the result of a lone information terrorist; 
it also resulted from flawed policy on the part of 
the U.S. government. Other than perhaps some 
minor deterrent effects, prosecuting the leadership 
of WikiLeaks does absolutely nothing to fix the 
root cause of cyber espionage. The better solution 
is reasonable information system policy and proper 
technology enforcement, including the proper 
engineering of systems so that they are secure.

Civilian and corporate espionage is also a factor in 
cyber security. Look no further than the so-called 
“Operation Aurora” attacks by Chinese hackers 
against technology companies such as Google. 
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Laissez-faire information stances combined with 
overly lax cyber security policy means that cyber 
espionage and intellectual property infringement 
are easier to pull off than they should be. The target 
environment is ripe for the picking, and the Aurora 
episode, in which the Chinese spirited away vast 
quantities of intellectual property, is something to 
expect more of and to prepare for now. 

Unfortunately, the theft of intellectual property and 
company secrets appears not to be alarming enough 
for some who hype cyber threats. Some of the most 
shrill hypemongers misconstrue espionage as war, 
in effect arguing, “We may call it espionage, but it’s 
really warfare because they’re planting logic bombs,” 
while offering little actual evidence of such activity.

why Not CyBer Crime?
Among the three major cyber security concerns 
in the public eye, cyber crime is far more perva-
sive than cyber war and cyber espionage, yet is 
the least commonly discussed. By every measure 
and according to every public report, cyber crime 
is growing and already commonplace. Indeed, 
285 million digital records were breached in 2008 
alone, with 79 percent of those breaches result-
ing from attacks against programs that run on the 

Web through Internet browsers.16 Cyber crime and 
data loss are estimated to cost the global economy 
at least 1 trillion dollars each year.17 Perhaps 
because it is so common, cyber crime is easy to 
overlook. The fact is, as consumers flock to the 
Internet, so do criminals. Why did Willie Sutton, 
the notorious Depression-era gangster, rob banks? 
As he famously (and perhaps apocryphally) put it, 
“That’s where the money is.” Criminals flock to the 
Internet for the same reason. 

It is abundantly clear to most computer security pro-
fessionals that cyber crime is a major and very real 
concern that needs to be addressed. Cyber crime is 
orders of magnitude more prevalent than cyber war 
and cyber espionage. 

Interestingly, building systems properly from a 
security perspective will address the cyber crime 
problem just as well as it will address cyber espio-
nage and cyber war. We can kill all three birds 
with one stone.

washington’s distorted Focus
Because of the hype surrounding cyber war, 
Washington’s focus has become distorted. 
Developing offensive capabilities has taken pre-
cedence over strengthening cyber defenses. 
Meanwhile, concern about military vulnerabilities 
and the concentration of resources there has led 
the national security establishment to dominate 
cyber security policy.

CyBer deFeNSeS igNored
For years, computer security professionals have 
been attempting to protect systems riddled with 
security defects from potential attackers by plac-
ing a barrier between the broken stuff and the 
bad people. That is what firewalls are all about. 
But this endeavor has failed. Instead of continu-
ing to sink resources into this flawed approach, 
we need to fix the broken stuff so that attacking 
it successfully takes far more resources and skill 
than is currently the case.18 Concentrating on 
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the improving offensive cyber capabilities simply 
will not alleviate dependence on vulnerable cyber 
systems. Concentrating on improving defense 
through proper engineering is a much better route.

The United States has reportedly developed formi-
dable cyber offenses. Yet America’s cyber defenses 
remain weak. What passes for cyber defense today 
– actively watching for intrusions, blocking attacks 
with network technologies such as firewalls, law 
enforcement activities and protecting against mali-
cious software with anti-virus technology – is little 
more than a cardboard shield.

What we identify as “the NASCAR effect” applies, 
causing shortsighted pundits to focus on offense, 
which is sexy, to the detriment of defense, which 
is engineering.19 Nobody watches NASCAR racing 
to see cars driving around in circles. They watch 
for the crashes. People prefer to see, film and talk 
about crashes more than building safer cars. There 
is a reason why there is no Volvo car safety chan-
nel on television even when there are so many 
NASCAR channels. 

This same phenomenon happens in cyber secu-
rity. In our experience, people would rather talk 
about cyber war, software exploit, digital catastro-
phe and shadowy cyber warriors than talk about 
security engineering, proper coding, protecting 
supply chains and building security in.20 It is much 

catchier to talk about cyber offense and its impacts 
than to focus on defense and building things right 
in the first place. 

Simply put, America has neglected its cyber 
defenses because strengthening them is a pains-
taking and unglamorous task. Because of the 
NASCAR effect, emphasizing cyber offense attracts 
more attention and funding than a more prosaic 
focus on defense and building security into soft-
ware at the outset. Ultimately, a balanced approach 
to cyber security requires offense and defense in 
more equal measures.

NAtioNAl SeCurity domiNAteS CyBer SeCurity
Thus far, the national security establishment has 
taken the lead on cyber security. The Pentagon 
established U.S. Cyber Command in 2009 to 
defend military networks against hacker attacks 
and consolidate cyber capabilities and personnel 
under a single authority.21 To the extent that Cyber 
Command focuses on defense, so far it has been 
more reactive than proactive, concentrating on 
how to protect networks that are already vulner-
able and seeking out malware already propagating 
on the network. Cyber Command also appears 
to be developing an impressive array of offensive 
capabilities, though these remain highly classified 
and the subject of media speculation.

Meanwhile, the civilian networks that account for 
at least 90 percent of America’s cyber exposure 
go largely unappreciated. No agency inside the 
U.S. government has line responsibility for secur-
ing them. Insofar as civilian networks receive any 
attention from policymakers, the focus, once again, 
is on reacting rather than on building in security 
from the beginning. 

Discussions outside government tend to under-
score that cyber security is chiefly the purview of 
the national security establishment. The media 
emphasizes the U.S. defense industry, the U.S. 
intelligence community and the burgeoning cyber 
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security industry. What the civilian high-technol-
ogy sector and civilian agencies within the U.S. 
government can contribute to cyber security goes 
overlooked.

The real and perceived dominance of the U.S. 
national security establishment in setting cyber 
security policy is problematic in several respects. 
First, cyber security is neither solely nor primar-
ily a military problem but rather a confluence of 
economic, cultural, diplomatic and social issues. 
Ignoring these dimensions and devoting singular 
focus to the military aspects of cyber security – the 
inevitable result of putting national security agen-
cies in the lead – will result in a flawed approach.

Second, cyber security is a global problem. The 
Internet recognizes no geographical boundaries and 
does not follow the contours of national borders. 
This point is particularly salient when we consider 
a few facts: fewer than 15 percent of Internet users 
are American citizens; a large portion of the U.S. 
information technology and security workforce is 
composed of foreign nationals; and the supply chain 
for the global information technology market is 
not actually a chain but rather a complicated web 
involving many non-American actors. National 
security agencies within the U.S. government are ill-
suited for managing such a domain by themselves. 
Indeed, their dominance of cyber security policy 
will render cooperation with international actors 
more difficult. 

toward a Balanced Cyber Security policy
The United States needs a more balanced cyber 
security policy. Such an approach should include 
the following:

Focus on defense by building security in. A 
good offense is not a good defense. Instead a 
good defense is the best defense. A proper cyber 
defense involves building security into systems 
from the outset. The United States should invest 
greater resources in software security and solid 

security engineering. The U.S. government has 
an integral role to play in building more secure 
systems. Specifically, it should develop incentives 
for companies to engineer security into software 
rather than rely on endless patches after vulner-
abilities become apparent. The U.S. government 
should consider granting tax credits to companies 
that develop more secure software. It should also 
publicize security failures to boost the situational 
awareness of companies and individual consumers. 

There are literally thousands of ways in which bet-
ter security engineering can help mitigate cyber 
risk. Border Gateway Protocol, one of the building 
block protocols of the Internet, is deeply broken 
and needs to be fixed. The vulnerabilities inherent 
to BGP illustrate our view that improved defenses 
through better security engineering is essential 
to attaining cyber security and keeping the cyber 
peace. If BGP were better designed, it would be 
more difficult to exploit and more difficult to mis-
manage accidentally. 

People know how to build secure software. The 
commercial world, led by independent software 
vendors (think Microsoft, SAP, Adobe and Intuit) 
and financial services companies (think Bank of 
America, Wells Fargo and Goldman Sachs), has 
made great strides in software security over the last 
decade. The Building Security In Maturity Model 
(BSIMM) is designed to help understand, mea-
sure and plan a software security initiative.22 The 
BSIMM carefully describes the work of 33 firms 
– all household names – responsible for building a 
majority of software in common use today.23 The 
BSIMM was created by observing and analyzing 
real-world data and is designed to help a firm (or 
government agency) determine how its organiza-
tion compares to other real-world software security 
initiatives and what steps can be taken to make its 
approach more effective. The most important use 
of the BSIMM is as a measuring stick to determine 
where a particular approach to software security 
currently stands relative to others. 
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Unfortunately, the U.S. government is drastically 
behind in software security. Not even the most 
advanced government agencies or contractors are 
ready for participation in the BSIMM project – 
mostly because there is nothing to measure.

Building more secure software is an important option 
because it kills three birds with one stone. Building 
security in will not only deter cyber crime and 
cyber espionage but it will also keep the cyber peace. 
Working to promote software security and security 
engineering is a considerably more viable response to 
cyber threat than blithely developing new offensive 
capabilities. In fact, shiny new cyber weaponry can be 
repurposed for crime and espionage – reason enough 
to pause before investing too much in offense.

Throwing a better, more accurate rock in a glass 
house is still throwing a rock. U. S. systems are so 
permeated with problems that even a relative ama-
teur can exploit them – as a quick trip to the Black 
Hat hacker conference will show. To stretch the 
analogy a bit, if a cyber peashooter in the hands of 
a teenager is sufficient to wreak havoc on today’s 
vulnerable systems, why bother to even work on a 
cyber rock?

Reorient Public-Private Partnerships. As it turns 
out, security is only partially a game of operations 
centers, information sharing and reacting when the 
flawed systems get exploited. (This is the cardboard 
shield defense.) Similarly, a focus on forensics 
assumes that an exploit has already happened and 
there is a mess to clean up. 

Unfortunately, today’s public-private partnerships 
focus overwhelmingly on information sharing 
and reacting collectively to cyber threats. There is 
nothing wrong with this approach, but it does little 
to help create fundamentally more secure systems. 
Public-private partnership discussions should be 
reoriented toward software security and building 
on the collective wisdom of many (as the BSIMM 
project does). 

Focus on Information Users Instead of 
Plumbing. Civilian, government and military 
systems are deeply entangled. As the WikiLeaks 
episode demonstrates in no uncertain terms, the 
nature of the entanglement is the people who 
interact with the systems, not the technology, sets 
of wires or physical infrastructure. Although the 
U.S. government adopted some new security mea-
sures after WikiLeaks, there are still hundreds of 
thousands of users of classified government net-
works who also use the open Internet and carry 
around pen drives. Just as military and civilian 
social groups mix in complex and unpredictable 
ways in the physical world, so too do the informa-
tion systems that these people use. The notion of 
building a “walled garden” to protect critical sys-
tems or classified information is thus misguided.

Instead of trying to construct new networks that 
exist in isolation, the U.S. government would do 
better to focus on the users. Thinking about who 
should access what information, when, where 
and why, and how much information should be 
accessed at once, are far superior to trying (and 
failing) to wall things off artificially.

Of course, the military has already attempted 
to separate certain networks with the Joint 
Worldwide Intelligence Communications System 
(JWICS) and the Secret Internet Protocol Router 
Network (SIPRNet), systems of interconnected 
computer networks used to transmit classified 
information securely. The proposed “dot secure” 
network, which U.S. government officials have 
f loated as a separate, secure computer network 
to protect civilian government agencies and 
critical industries, is basically the same notion, 
but intended to be used by critical infrastructure 
providers. However, there is an essential differ-
ence in purpose that we must point out. 

The secret networks are for protecting state secrets, 
whereas “dot secure” is meant to protect against 
active attack. The current design of the SIPRNet and 
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JWICS allows information to transfer from low-
to-high (from the open Internet “up” to SIPRNet, 
for example). Because of this feature – a feature 
that is accounts for most of the utility of the secret 
networks – the secret networks are susceptible to a 
malicious code infection that rides its way “up” on 
data. Deputy Secretary of Defense William Lynn’s 
Foreign Affairs article shows that not only is this 
possible, but it has actually happened. The problem 
that this raises has everything to do with the dif-
ferent purpose that “dot secure” is intended for. A 
command and control system meant to stay up dur-
ing an active attack has a completely different threat 
model and risk profile than a network to store and 
manipulate secrets.

Any Internet pundit familiar with Facebook knows 
that the value of a network is directly proportional 
to the number of people connected to it. By impos-
ing limitations and constraints on a network, one 
degrades its value and utility. Make a network 
useless enough and users will go elsewhere or, 
worse yet, they will hack their way around security 
controls.24

Even if substantial taxpayer money and collective 
expertise is dedicated to the task of building better, 
more secure systems, successful attacks are still 
inevitable. Cyber security policy should be assume 
that risk cannot be completely avoided and systems 
must continue to function even in suboptimal 
conditions.

Let civilian agencies lead. The American gov-
ernment should not allow the National Security 
Agency (NSA) or another part of the intelligence 
community to dominate U.S. cyber security policy, 
for two reasons. The first has to do with separation 
of duties. Spycraft is facilitated by vulnerabilities 
in software that can be exploited in order to turn 
electronic devices into eavesdropping platforms. 
Consequently, an agency charged with spycraft 
understandably has mixed incentives to promote 
better software security. 

The balance that the United States struck dur-
ing the Cold War on nuclear policy may prove 
instructive here. Duties were separated between 
the Department of Energy – charged with building 
nuclear weapons – and the Department of Defense 
– charged with delivering them. This division has 
endured until today, and suggests that civilian 
agencies should take the lead on building cyber 
defenses while the national security establishment 
should focus on military dimensions.

An additional reason the intelligence  community 
should not dominate cyber security is that impor-
tant cultural differences exist between the national 
security community and the rest of civilian gov-
ernment and corporate America. There is a clearer 
command and control structure within the former 
than within the latter two. Though some ambiguity 
persists within the national security community, it 
is clearer who has to do what, and where the chain 
of command goes next. The same sort of clarity 
does not exist elsewhere. Put more colloquially, 
what seems to work for the NSA is very unlikely 
to work for Duke Energy, JP Morgan Chase or 
Microsoft.

Conclusion
In our view, cyber security policy must focus on 
solving the software security problem – fixing the 
broken stuff. We must refocus our energy on fixing 
the glass house problem instead of on building 
faster, more accurate rocks to throw. We must 
identify, understand and mitigate computer-related 
risks.25 We must begin to solve the software secu-
rity problem.

To date, when it comes to software, newly-
minted Apple Chief Information Security Officer 
David Rice said it best in his book Geekonomics, 
“Unfortunately, the blunders of government are 
matched almost equally by the blunders of the 
market itself, if not more.”26 We believe that the 
government can and should play a role in building 
more secure systems. The U.S. government should 
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develop incentives for vendors to build security 
in and break the endless loop of feature creep 
and bloatware. The government should publicize 
security failures so that we know what is really 
happening and we can learn from our mistakes. 
Perhaps the government should even grant tax 
credits for creating better, more secure software.

Equally important is what the government should 
not do. The government should not legislate cyber 
security excessively. The U.S. Computer Fraud and 
Abuse Act has done little to deter the explosive 
growth of cyber crime. Frankly, the target-rich 
environment filled with broken software makes 
it far too easy and too tempting to misbehave 
criminally. The government should not pretend 
that its buying power can single-handedly move 
the software market. It cannot. The government 
should not build any more overly bureaucratic 
taxonomies for security evaluation such as the 
Common Criteria or the Trusted Computer System 
Evaluation Criteria (TCSEC), a Pentagon standard 
that sets basic requirements for assessing a com-
puter system’s security control effectiveness. The 
market does not care.

When bits are money, the invisible hand will 
move to protect the bits. Of course, the invisible 
hand must be guided by the sentient mind and 
slapped hard to correct the grab reflex if and when 
it occurs. There is an active role for government 
in all of this, not just through regulation, but also 
through monitoring and enforcing due process and 
providing the right incentives and disincentives. 
In the end, somebody must pay for broken security 
and somebody must reward good security. Only 
then will things start to improve. Washington can 
and should play an important role in this process. 
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By Thomas G. Mahnken

C y B E R  WA R  A N D  C y B E R  WA R FA R E Although the history of the use of information as 
an instrument of war and statecraft is quite long, 
the idea of waging non-violent warfare against an 
adversary’s information networks and infrastruc-
ture is relatively new.1 Still, for nearly two decades 
now, military affairs experts have discussed and 
debated the prospective use of the cyber instru-
ment of warfare. Prior to the September 11, 2001 
terrorist attacks, a number of analysts and policy-
makers viewed the prospect of a cyber attack on 
U.S. infrastructure as one of the most significant 
contingencies facing the United States. Similarly, 
both scholars and soldiers have argued that cyber 
warfare offers a promising strategic option for the 
United States.2

Discussions of the strategic use of the cyber instru-
ment of warfare have tended toward the simplistic 
or the alarming. Former National Security Council 
staffer Richard Clarke, for example, has argued that 
what states “are capable of doing in a cyber war 
could devastate a modern nation.”3 Former Director 
of National Intelligence ADM Mike McConnell 
has argued, “The cyber war mirrors the nuclear 
challenge in terms of the potential economic and 
psychological effects.”4 However, what has been lack-
ing is an understanding of the circumstances under 
which the cyber instrument of warfare is likely to 
prove important or even decisive. This paper is an 
attempt to address that shortfall.

Despite sweeping pronouncements, the use of 
cyber means to achieve political aims remains 
an abstract and underdeveloped topic. In fact, 
cyber means can be put to a variety of uses. At 
the highest level, the cyber instrument is a tool 
of national power, akin to political warfare. As 
the introduction of the Stuxnet virus into Iran’s 
nuclear infrastructure demonstrates, cyber means 
can also be used as a tool of covert action. Cyber 
means have also been used for espionage. China, 
for example, has reportedly conducted extensive 
spying against U.S. government agencies, includ-
ing the Office of the Secretary of Defense, National 
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Defense University and Naval War College.5 It has 
also used cyber means to infiltrate Tibetan nation-
alist groups.6 

Although cyber means can be used for a variety 
of purposes, this paper confines itself to use in 
war. This is not to say that other cyber activities, 
such as espionage and crime, are not important. 
Indeed, they may be the most important venues 
of cyber activity. However, the topic of the use 
of cyber means in warfare is both distinct and 
important enough to demand individual attention. 
Specifically, this chapter explores both the inde-
pendent use of the cyber instrument of warfare, 
which I term “cyber war,” as well as the use of the 
cyber instrument as a dimension of a larger mili-
tary conflict, which I term “cyber warfare.”7

To date, cyber warfare has consisted of a tool that 
has been used in support of other military opera-
tions, as Russia did in its 2008 war with Georgia, 
or to achieve a modest political outcome, as Russia 
sought in intimidating Estonia in 2007. There are 
a few key questions strategists and policymak-
ers must contemplate: First, is this experience 
indicative of future possibilities? Second, does 
the potential exist for cyber means to be used to 
achieve more decisive outcomes in conjunction 
with other military instruments? Finally, can 
cyber means achieve such outcomes indepen-
dently? Fortunately, strategic theory, particularly 
insights into the enduring nature of war contained 
in the writings of Carl von Clausewitz and Sun 
Tzu, offers a lens through which we can assess the 
prospective effectiveness of cyber war and cyber 
warfare. Indeed, the theory of war is as valuable for 
understanding cyber power as it is for every other 
military instrument. The basic nature of war has 
survived numerous changes in its character due to 
the advent of new instruments of warfare. Just as it 
had with nuclear weapons, it is my assumption that 
it will survive the advent of cyber conflict. Were it 
not so, we would be left adrift when trying to fore-
cast future events.8

This chapter attempts to describe the circum-
stances under which a state or non-state actor may 
be able to use cyber means – either independently, 
or in combination with other military instruments 
– to compel an adversary. This essay is, of necessity, 
speculative, and its tone is skeptical but not dismis-
sive. It begins with a discussion of the enduring 
nature of warfare as well as an assessment of the 
strategic effects of the cyber instrument of warfare. 
It goes on to explore the utility of cyber war and 
cyber warfare across three dimensions:

The power relationship between the belligerents. •	

Their aims.•	

The value that they attach to achieving those aims.•	

Its conclusions counter much of the received 
wisdom about cyber war and cyber warfare. 
Specifically, it argues that the cyber instrument of 
war is most likely to be effective in wars pitting the 
strong against the weak, fought for limited aims, 
and to gain something that the target of a cyber 
attack does not hold dear. Whereas cyber war is 
unlikely to be decisive, cyber warfare in support 
of other military instruments is likely to be an 
increasingly prevalent form of combat.

understanding Cyber warfare
Strategic thought regarding cyber power is 
noticeable by its paucity. This is understandable, 
given the unique features of the cyber realm as 
well as the fact that there has yet to be a cyber 
war. Because the world has yet to witness cyber 
war, and the cases of cyber warfare are few and 
indeterminate, analysts have tended to reason 
by analogy. In particular, cyber enthusiasts have 
drawn analogies between cyber war and other 
forms of “strategic” warfare, in particular stra-
tegic air bombardment and nuclear warfare. As 
Jean-Loup Samaan has pointed out, however, 
these analogies are inapt at best, misleading at 
worst.9 It is, for example, difficult to imagine a 
situation in which cyber war could cause the level 
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of devastation that either conventional or nuclear 
bombardment can. On the night of March 9, 1945, 
for example, bombers from GEN Curtis LeMay’s 
21st Bomber Command dropped 1,665 tons of 
incendiary bombs on Tokyo, killing 80,000 
Japanese people, damaging 250,000 buildings 
and destroying 22 major industrial facilities.10 
Five months later, an atomic bomb killed 40,000 
and destroyed half of the city of Hiroshima in a 
matter of seconds.11 It is inconceivable that cyber 
means alone could inflict similar damage over a 
comparable span of time.

In order to assess the prospective effectiveness of 
cyber war and cyber warfare, it is first necessary 
to define the context in which it would be used: 
that is, war. As Colin Gray has observed, “Even if 
cyber combat has some stand-alone qualities, still 
it must occur in the political and strategic context 
of warfare.”12 In Clausewitz’s famous formulation, 
“War is thus an act of force to compel our enemy 
to do our will.”13 Three aspects of this definition 
are notable. First, the fact that war involves force 
separates it from other types of political, economic 
and military competition. War involves, or at least 
has involved, violence, bloodshed and killing. 
Second, the fact that war is not senseless slaughter, 
but rather an instrument that is used to achieve a 
political purpose, differentiates it from other types 
of violence, such as criminal activity. Third, war 
is interactive. It is not the use of force against an 
inanimate object, but rather against an organiza-
tion that possesses its own values and objectives 
and responds to attack with reciprocal action. 

Some have argued that Clausewitz’s identification 
of war with violence is outdated. Rather, they argue, 
the advent of cyber war may permit the achievement 
of Sun Tzu’s ideal in warfare: “To subdue the enemy 
without fighting.”14 Phillip Meilinger, for example, 
has termed cyber attack “A…bloodless yet poten-
tially devastating new method of warfare.”15 The first 
adjective is true by definition; the second, however, 
is eminently contestable. 

History is not on the side of those who herald the 
advent of bloodless battles. History contains far 
more instances of politicians and soldiers seeking 
quick victories over their adversaries than actual 
cases of decisive battles. This is particularly true in 
a war against a determined opponent who is fight-
ing for something he holds dear. As Clausewitz 
cautioned:

Kind-hearted people might of course think that 
there was some ingenious way to disarm or 
defeat an enemy without too much bloodshed, 
and might imagine this is the true goal of the 
art of war. Pleasant as it sounds, it is a fallacy 
that must be exposed: war is such a dangerous 
business that the mistakes which come from 
kindness are the very worst.16 

The serious student of military history must look 
long and hard to find cases where one belligerent 
defeated another in a dispute over serious mat-
ters without resorting to the use of force. Perhaps 
the only modern example is the 1954 Guatemalan 
coup, which saw the government of Jacobo Árbenz 
Guzmán relinquish power in the face of what it 
believed was a massive uprising. In fact, the insur-
gency (Operation PBSUCCESS) was largely the 
creation of the Central Intelligence Agency and the 
insurgent army tiny. By contrast, even though the 
Cold War did not see large-scale combat between 
the United States and Soviet Union, it nevertheless 
was a war in the classic, Clausewitzian sense of the 
word. The U.S.-Soviet competition spawned wars, 
including those in Korea and Vietnam, which cost 
millions of lives. Moreover, we now know that 
American and Soviet pilots faced each other in 
combat in the skies over Korea and Vietnam, as 
well as in the airspace adjacent to the Soviet Union. 
Between 1950 and 1959, for example, the Air Force 
and Navy lost at least 16 aircraft with 164 crew-
men killed on reconnaissance missions against the 
Soviet Union.17 I am therefore skeptical that cyber 
warfare will usher in an era of bloodless victories. 
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The cyber instrument may have its own gram-
mar, but its logic is that of war as a whole. In 
other words the cyber instrument is, like land, 
sea and air power, a means to achieve a political 
aim. Moreover, different military instruments are 
capable of producing different strategic effects 
that circumscribe their utility. For example, 
ground forces are not only able to inflict damage 
on an adversary’s military, but also to seize and 
hold territory. Naval forces are able to control, or 
deny an adversary control of, the seas; to project 
power overseas; and to attack commerce. Air 
forces are capable of supporting ground and naval 
operations as well as inflicting damage upon an 
adversary independently.

The cyber instrument of warfare has a number of 
unique attributes. Unlike other military instru-
ments, for example, its effects can be both instant 
and global. In addition, cyber means are available 
both to state and non-state actors. As a relatively 
new military instrument, it is also surrounded by a 
great deal of uncertainty. Attributing cyber actions 
to actors may be difficult, though this difficulty 
is likely to be less in wartime than in peacetime. 
Finally, the novelty of cyber conflict makes it 
unclear what actions may constitute an act of war 
and which actions may lead to escalation.

Cyber warfare can be thought of as producing 
two strategic effects: punishment and denial. Of 
these, the former, the ability to inflict punish-
ment, is likely to be far less significant. The cyber 
instrument’s power to inflict punishment on an 
adversary is but a fraction of that of other instru-
ments of warfare. Cyber attacks do not produce 
any direct lethal effects and have a limited ability 
to inflict damage more broadly. Even in the case 
of attacks on a state’s economic infrastructure, it 
is doubtful that a cyber attack would be capable 
of producing more damage than a strategic air 
campaign. Other military means are far better at 
killing people and inflicting damage than cyber 
attacks. The cyber instrument’s limited ability 

to cause direct damage, in turn, means that it 
will possess a constrained ability to compel an 
adversary. It may equally be ignored or lead to 
escalation. Also, because cyber war has yet to be 
demonstrated, the prospect of a cyber attack is 
unlikely to provide an effective deterrent.

It is denial, rather than punishment, that repre-
sents the comparative advantage of cyber warfare. 
Unlike other instruments of war, cyber offers the 
ability to block the adversary from using informa-
tion systems and networks. This is a significant 
capability, one that could have a considerable effect 
on military operations. It is possible, for example, 
to imagine an adversary using cyber means to 
disrupt U.S. command and logistical networks 
in order to delay an American response to an act 
of aggression. It is also possible to imagine cyber 
attacks exposing American forces to attack by an 
adversary’s land, sea or air units. It is this role, with 
cyber means being used to enhance the effective-
ness of other military instruments, that holds the 
greatest promise. 

War is a diverse phenomenon. First, wars are 
fought by a broad spectrum of actors, ranging from 
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non-state actors such as insurgents and terrorist 
groups to states of different sizes and capabili-
ties. Second, actors wage war to achieve a variety 
of objectives, from compelling their adversary 
to cease objectionable behavior, to the seizure of 
territory and resources, to the overthrow of their 
foe. Third, belligerents place different values upon 
achieving their objectives. In some cases, wars are, 
or are seen to be, existential struggles. In other 
cases, they involve secondary interests. By explor-
ing these dimensions of warfare, we can assess the 
circumstances under which cyber war and cyber 
warfare may prove effective. 

Actors
A number of authors have argued that cyber war is 
a weapon that favors the weak against the strong. 
They characterize the cost of achieving a cyber 
capability as relatively low, well within the reach 
of a sophisticated non-state actor or a small power. 
They also argue that advanced states such as the 
United States are highly vulnerable to attacks on 
their information networks and infrastructure 
because they are more reliant on those systems 
than less advanced states and non-state actors.

It is true that a growing number of actors – both 
state and non-state – are likely to be able to develop 
cyber means of warfare. They may also be tempted 
to use cyber means against their stronger adver-
saries, particularly given the confusion over what 
constitutes an act of war in cyberspace. However, 
cyber means cannot compensate for weakness in 
other instruments of power. In other words, if a 
cyber attack by a weaker power on a stronger one 
fails to achieve its aim, the attacker is likely to 
face retaliation. In such a situation, the stronger 
power will possess more, and more lethal, options 
to retaliate. The stronger belligerent possesses, in 
nuclear deterrence terminology, escalation domi-
nance. The weaker power might be able to cause 
a stronger power some annoyance through cyber 
attack, but in seeking to compel an adversary 
through cyber war, it would run the very real risk 

of devastating retaliation. Moreover, that response 
need not be confined to the cyber realm; it could 
include kinetic strikes.

In addition to escalation dominance, stronger pow-
ers, particularly stronger states, are likely to possess 
a greater ability to combine cyber means with other 
military instruments to conduct a combined-arms 
campaign: that is, to wage cyber warfare. As a result, 
it may very well be that although weak powers may 
attempt to wage cyber war, they are likely to face 
cyber warfare wielded by the strong.

Aims
A second way to assess the prospects of cyber 
war and cyber warfare is by examining the aims 
for which they cyber instrument might be used. 
Wars can be fought for a wide range of objectives, 
from the quest for land and resources to the utter 
destruction of the enemy. In a note for the revision 
of his book On War, Clausewitz drew a distinction 
between wars fought for limited aims and those 
fought for unlimited aims. As he wrote:

War can be of two kinds, in the sense that 
either the objective is to overthrow the enemy 
– to render him politically helpless or militar-
ily impotent, thus forcing him to sign whatever 
peace we please; or merely to occupy some of his 
frontier-districts so that we can annex them or 
use them for bargaining at the peace negotia-
tions. Transitions from one type to the other will 
of course recur in my treatment; but the fact that 
the aims of the two types are quite different must 
be clear at all times, and their points of irrecon-
cilability brought out.18 

This distinction affects the way that wars are fought 
and how they end. In wars for limited aims, soldiers 
and statesmen must translate battlefield success into 
political leverage over the adversary. As a result, they 
must continually reassess how far to go militarily and 
what to demand politically. Such wars end through 
formal or tacit negotiation and agreement between 
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the warring parties. Wars for unlimited aims are 
fought to overthrow the adversary’s regime or achieve 
unconditional surrender. They end in a peace settle-
ment that is imposed rather than negotiated.19 

Cyber advocates have failed to offer a theory of 
victory for cyber war, a chain of causal logic link-
ing the use of cyber means to the achievement of 
political ends. It is unclear, for example, how a state 
or non-state actor could use a cyber attack upon a 
nation’s financial system to achieve a political aim. 
Despite the apocalyptic language that frequently 
accompanies discussions of cyber war, it is hard 
to conceive of it leading to the achievement of 
unlimited aims: that is, to the overthrow of a gov-
ernment. Indeed, it is unclear whether cyber means 
alone would be sufficient to achieve even more lim-
ited aims. One coerces an adversary by raising the 
cost of resistance beyond that which he is willing 
to pay. Moreover, such a calculation is prospective 
rather than retrospective. History has shown that 
the loser in war concedes not because of the dam-
age that he has sustained, but rather because of the 
damage he may sustain in the future.20 That is, a 
leader capitulates when he believes that things will 
get worse – for him, his government or his country 
– if he does not. However, the limited ability of the 
cyber instrument to inflict costs upon an adversary 
translates into a limited ability to coerce.

Of course, when paired with other military instru-
ments, cyber means may enhance the ability to 
achieve either limited or unlimited aims. As Colin 
Gray has noted, because all warfare is about shap-
ing or overcoming the will of the adversary, at a 
minimum future warfare will be waged both on 
land and in cyberspace.21

value of the object
A final way to assess the prospects of strategic 
cyber warfare is through an understanding of the 
value that belligerents place on achieving their 
objectives. The outcome of war depends not only 
on the aims of the two sides, but also the value they 

attach to them. One of Clausewitz’s key insights 
is the notion that there should be a correlation 
between the value a state attaches to its ends and 
the means it uses to achieve them. As he wrote:

Since war is not an act of senseless passion but is 
controlled by its political object, the value of this 
object must determine the sacrifices to be made 
for it in magnitude and also in duration. Once 
the expenditure of effort exceeds the value of the 
political object, the object must be renounced 
and peace must follow.22

States should thus be willing to fight longer and 
harder to secure or defend vital interests than 
peripheral ones. It helps explain, for example, 
why the U.S. government chose to withdraw from 
Somalia after the death of 18 soldiers in a single 
battle but remained in Korea despite suffering 
33,000 deaths over three years. 

The notion of a rational calculus of war would 
appear to be one area in which strategy most 
resembles a science. However, although the notion 
makes sense in theory, it is far more problematic to 
apply in practice. It is often difficult, for example, for 
decision makers to determine the costs and ben-
efits of military action beforehand. Furthermore, 
estimates of the political, social and economic costs 
change as war unfolds. As Clausewitz notes, “the 
original political objects can greatly alter during the 
course of the war and many finally change entirely 
since they are influenced by events and their probable 
consequence.”23 States may continue fighting beyond 
the “rational” point of surrender when their leaders’ 
prestige becomes invested in the war or the passions 
of the people become aroused. Alternatively, heavy 
losses may lead to escalation of a conflict, changing 
its character. 

One would thus expect cyber means to be most 
effective in trying to achieve an objective that the 
adversary does not value highly. By contrast, one 
would expect an adversary to be unimpressed with 
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by a cyber attack aimed at something that he holds 
dear. Indeed, in such a situation the object of attack 
could see the use of cyber rather than kinetic 
means as a sign of weakness. Moreover, such an 
attack would raise the very real prospect of escala-
tion. As Lawrence Freedman has written, “Even 
if a successful strategic information campaign 
could be designed and mounted, there could be 
no guarantee that a victim would respond in kind, 
rather than with whatever means happened to be 
available.”24

Conclusion
Considerable uncertainty surrounds the strategic 
impact of the cyber instrument of warfare. In over-
estimating the prospective impact of cyber war, we 
run the risk of self-deterrence, much as the British 
government during the second half of the 1930s 
deterred itself from taking action against Hitler 
because it believed a strategic air campaign would 
have horrific results.25 

Groups that seek to use cyber war and cyber 
warfare face the challenge of trying to predict how 
an adversary will respond. As Clausewitz notes, 
in contemplating the use of force, the commander 
must essentially guess: 

Guess whether the first shock of battle will steel 
the enemy’s resolve and stiffen his resistance, or 
whether, like a Bologna flask, it will shatter as 
soon as its surface is scratched; guess the extent 
of debilitation and paralysis that the drying up 
of particular sources of supply and the severing 
of certain lines of communication will cause 
the enemy; guess whether the burning pain 
of the injury he has been dealt will make the 
enemy collapse or, like a wounded bull, arouse 
his rage; guess whether the other powers will be 
frightened or indignant, and whether and which 
political alliances will be dissolved or formed.26

Neither cyber war, nor cyber warfare alone, is 
likely to deliver victory or defeat in future conflicts. 

However, the cyber instrument of warfare is likely 
to play an increasingly important role as an enabler 
of lethal forms of warfare. The cyber instrument 
of war is most likely to be effective when wielded 
by the strong against the weak in wars for limited 
aims. By recognizing what cyber means can – and 
cannot – do, we can better prepare ourselves for a 
more realistic range of scenarios.
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By Gregory J. Rattray and Jason Healey

N O N - S TAT E  AC TO R S  
A N D  C y B E R  CO N F L I C T

Conflict in cyberspace engages a wider range of 
actors and activities than conflict in other environ-
ments or domains. Though consideration of cyber 
conflict at the political level often focuses solely 
on governmental actors,1 this chapter outlines 
how conflicts in cyberspace are dominated by the 
actions of non-state actors. Early attention has 
focused on the malicious intent and capability of 
hackers or cyber criminals, with little analysis on 
the potential for non-state attackers to achieve 
significant, even strategic, effects. Even more 
importantly, non-state actors play a fundamental 
role in cyber defense at all levels and we suggest 
ways they can nurture collaboration and defensive 
capability. As the United States considers its own 
role in achieving national security objectives in the 
cyber domain, the fundamental role of non-state 
actors must remain at the forefront.

The other domains of land, sea, air and space are 
generally dominated by empty “space.” The broad 
ocean, airspace and outer space are wide-open 
domains where conflict is dominated by high-tech 
forces with a high degree of freedom of action. 
Land combat often occurs in relatively open 
spaces but increasingly involves situations where 
civilians are at risk, especially in urban environ-
ments. However, non-state actors are generally 
non-combatants and seek to flee any fighting, 
even in urban areas.2 

In cyberspace, there is no analogous empty “space” 
and the activities of civil and military users are 
intertwined together. Non-state actors cannot flee 
the domain since cyberspace is composed of tech-
nologies, software and hardware overwhelmingly 
created, owned and operated by non-state commer-
cial actors with their own capital and for their own 
reasons.3 Global fiber optic networks, tier I Internet 
service providers4 (ISPs) and large commercial web 
hosting companies will be the battlespace for many 
or most conflicts, and they cannot evacuate the 
battlefield except by unplugging and dismantling 
part of cyberspace itself. Crucially, the actions of 
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the United States and other governments in cyber-
space will largely depend on systems and networks 
owned and operated by private sector actors.

To address the challenges and opportunities pre-
sented by the dominance of non-state activity in 
cyber conflict, it is essential to approach the cyber 
domain as an ecosystem of competing and col-
laborating actors. Each actor seeks a wide range of 
interdependent objectives within a global com-
mons. In order to continue reaping the benefits of 
a vibrant, globally interconnected cyber ecosystem, 
the United States needs to improve its ability to 
control malicious non-state actors. This requires 
collaborating with the appropriate non-state actors 
to improve the health and resilience of this ecosys-
tem. Effective policy approaches also must address 
problems such as insecure systems that facilitate 
the spread of malicious software.

This chapter will discuss the roles that non-state 
actors play in cyber conflicts. We examine the roles 
that they have played in past conflicts: Non-state 
actors have taken offensive action in cyber con-
flicts but they have also played defense, improving 
the overall cyber ecosystem. We also examine 
several approaches that can be used to identify 
opportunities to defeat or remove non-state actors 
who choose to attack, while empowering those 
who choose to defend. These approaches include 
traditional ones, like crime and warfare, as well 
as new approaches, like public health and envi-
ronmentalism. These approaches are not mutually 
exclusive, but each highlights different aspects 
of the problem. Taken together, they can help 
identify promising policy mechanisms and opera-
tional capabilities that the United States can use to 
achieve its cyber security objectives. 

the roles of Non-State Actors 
Non-state actors5 wield more influence and 
pose greater national security risks in the cyber 
domain than in other domains for many reasons, 
starting with low barriers to entry.6 Technical 

tools that enable both malicious and benevolent 
actions can be downloaded or captured on the 
Internet. Software can be adapted to malicious 
purposes with the proper expertise – and that 
expertise is generally available for hire. However, 
the low barriers of entry should not be over-
blown. Though even advanced capabilities can 
be obtained, it is difficult for non-state actors to 
master other tasks – such as gathering intelligence 
and analyzing centers of gravity for attack and 
defense – that are likely needed to have lasting 
strategic effects. In cyber conflict, it is easier to 
attack than to defend due to many factors, includ-
ing the relatively low cost of sophisticated attack 
tools and the weaknesses in operating systems 
and networks that create large numbers of sig-
nificant, vulnerable targets.7 Moreover, stopping 
attacks even from small groups often requires 
coordinated actions by defenders in both state 
and non-state organizations who may have little 
trust and few incentives to cooperate. 

Cyber attack capabilities are also useful to mali-
cious non-state actors pursuing diverse motives 
because they can be modulated to achieve a wide 
range of effects quickly, including worldwide 
Internet disruptions, quiet theft of industrial 
secrets or mass theft and sale of personal informa-
tion. Furthermore, even though cyberspace is not 
as borderless as is often assumed,8 the ever-increas-
ing degree of connectivity and speed of access 
and transmission worldwide certainly challenges 
traditional concepts of national sovereignty, mak-
ing it more difficult to attribute cyber attacks and 
investigate and prosecute cyber crime.

Non-state actors – with their own benevolent or 
malicious intent and capability – may engage in 
different roles in cyberspace. They may be thought 
of as forming interconnected webs – an ecosys-
tem – just as these actors’ internetworked devices 
form another ecosystem, and the interconnected 
chips and components inside those devices yet one 
more. As other recent works9 have discussed those 
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technical ecosystems, we will focus on the ecosys-
tem of non-state actors, including the following: 

User: •	 The actor uses cyberspace for legal or 
illegal purposes to gain information, communi-
cate with others or procure goods and services. 
Users may range from individuals, to educational 
institutions, to large, global enterprises such as 
FedEx or Sony.

Attacker: •	 The actor intentionally initiates 
malicious activity against other actors in the eco-
system. “Attacks” may not always mean disruptive 
activities, but can also include subtler actions such 
as intruding into computers to steal data.

Target: •	 The actor is the object of intentional 
malicious activity by other actors in the cyber 
ecosystem.

Unwitting Host: •	 The actor has computers that 
have been compromised without his or her 
knowledge and used by attackers against targets.

Responder: •	 The actor helps to identify, under-
stand and/or respond to malicious activity 
against other actors (such as Computer Security 
and Incident Response Teams [CSIRTs]10 or 
McAfee).

Provider: •	 The actor provides secure information 
technology and/or services that are kept secure 
through periodic updates (such as Microsoft, 
Cisco, AT&T or Google).

Improver: •	 The actor helps to improve the health 
and resilience of the cyber ecosystem against 
malicious activity or other failures (such as help-
ing to engineer a stronger Internet), or educates 
other actors on these issues.

A given actor may have many roles. For example, 
Microsoft, Google or Nokia might play several roles 
at any one time, including user, target, source of the 
malicious activity, responder or improver. Even an 
individual with a home computer may act as user, 
target and source of malicious activity. Government 
activities may also span all roles. In general, the 

more organized and well funded an actor is, the 
more capable it will be on either offense or defense.

Table 1 depicts the wide range of roles that individ-
ual actors can play in cyberspace (from individual 
citizens at the top to national governments at the 
bottom).11

the evolution of Non-State involvement  
in Cyber Conflict
Non-state actors have conducted significant 
intrusions and malicious activity of national 
significance for decades. The 1988 Morris Worm 
was released by a young man (the son of a senior 
researcher at the U.S. National Security Agency) 
who wanted to demonstrate security vulner-
abilities and accidentally took down thousands of 
computers instead.12 Around the same time, Cliff 
Stoll – an astronomer turned system administra-
tor at Lawrence Berkeley National Laboratory 
– was working with technical and law enforce-
ment partners worldwide to find a German hacker 
who sold information to the Soviet KGB.13 During 
the run up to the 1991 Gulf War, Dutch hack-
ers intruded into dozens of U.S. Department of 
Defense (DOD) computer systems, searching for 
any information on nuclear weapons or Operation 
Desert Shield.14 In 1994, Russian hacker Vladimir 
Levin was able to steal 10 million dollars from 
Citibank.15 Intrusions suspected to come from 
Saddam Hussein’s Iraq in 1998 turned out to be 
California teenagers with an Israeli mentor.16 In 
2000, a major virus called “ILOVEYOU” affected 
perhaps one-tenth of all computers connected 
to the Internet and caused billions of dollars in 
damage – and had been created by a lone Filipino 
youth.17 That same year, a disgruntled Australian 
used his privileged systems access to a former 
employer’s sewage control system to release 
800,000 liters of raw sewage.18

These early intrusions tended to be individuals 
working alone or in small groups, and were more 
about teenage curiosity or hooliganism than about 
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Non-governmental Organizations O X X

Universities O X X O O O

Internet Companies and Carriers O ? X O O
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Other Companies O X X X O
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Organized Criminal Groups X X

International Organizations O X O O

Nation States O X X X O O O

Protective roles are colored green and marked with an “O,” while malicious roles are colored red with an “X.”
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warfare (although some did have specific criminal 
or political roots). Since then, the intent of mali-
cious actors has shifted. For example, individuals in 
many countries have formed nationalistic groups to 
respond with malicious cyber activity to perceived 
slights. Some of these first “patriotic hackers” were 
Chinese hackers responding to the accidental bomb-
ing of the Chinese embassy in Belgrade in 1999 
and a collision between Chinese and U.S. military 
aircraft in 2001. The earliest patriotic hacker cam-
paigns were tracked by Attrition.org, a website that 
archived defaced web pages from 1995 to 2001.19 
Even though Attrition.org was a non-state actor, 
both military and civilian cyber defenders relied on 
it to track malicious activity.20

Patriotic hacking has become a regular feature of 
the conflicts between Israel and the Palestinians as 
well as Indian-Pakistani disputes. More recently, 
Chinese hackers increased their activities after 
the Nobel peace prize was awarded to a Chinese 
dissident in 2010, and websites hosting leaked 
WikiLeaks cables suffered denial-of-service attacks 
that many suspected were conducted by U.S. 
patriotic hackers. In each of these cases, non-state 
actors were both conducting these malicious activi-
ties and being targeted. The last 10 years have seen 
a “rise of the professional” – a drastic increase in 
the capability of non-state actors – in which recent 
incidents have become increasingly organized and 
sophisticated, and have sometimes involved ties to 
national governments. 

Criminal activity in cyberspace has exploded 
because, as Misha Glenny argues, “No other sec-
tor of organized crime can match the growth 
rates of cyber crime” since “the profit levels are 
astronomical.”21 How much is astronomical? In 
Brazil, police cracked down on a ring that netted 
33 million dollars from online banking accounts22 
with an earlier fraud yielding 125 million dollars.23 
Intrusions into retailer TJX Companies, Inc., and 
other companies in 2007 yielded tens of millions of 
credit card details.24 One hacker received a 13-year 

prison sentence for credit card scams that cost U.S. 
banks approximately 86 million dollars.25 Overall, 
according to one British estimate, worldwide 
online fraud generated 52 billion pounds in illegal 
gains in 2007 (roughly 78 billion dollars).26

Cyber crime yields money, not just through selling 
stolen identity information or credit details, but also 
through extortion. If a company makes 10,000 dol-
lars a day from its website, it may be willing to pay 
many times that amount to forego or stop a lengthy 
disruption campaign. According to Jose Nazario of 
Arbor Networks, “Cyber extortionists are able to 
demand huge sums of money to cease the attack, 
yet these amounts are small in comparison with the 
financial impact of a sustained assault.”27 In 2008, 
online casinos were threatened with just such an 
attack timed to disrupt their accepting wagers for 
the Super Bowl unless the attackers were paid 40,000 
dollars.28 This cost, like in the costs of some other 
white-collar crimes, may even be reimbursed to the 
victim. Joined by many other insurers, American 
International Group, Inc., has been offering cyber-
extortion insurance coverage for nearly 10 years that 
“provides reimbursement of investigation costs, and 
sometimes the extortion demand itself, in the event 
of a covered cyber-extortion threat.”29 

Cyber criminals are also able to exploit gaps in 
existing laws. One network, named Koobface, stole 
more than 2 million dollars a year. However, the 
money was derived from thousands of individual 
criminal micro-transactions. It cost victims spread 
across dozens of national jurisdictions only a frac-
tion of a penny each. While the criminal payoff 
accumulated, finding a complaining victim would 
be difficult, and so it was difficult for the police 
force to justify spending resources on investigating 
the case. It was equally difficult for prosecutors to 
pinpoint a perpetrator.30

Even more significantly, some of the financial gains 
from cyber crime nets have been used to develop 
a major Internet underground of sophisticated 
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technologists, such as the group formerly known as 
the Russian Business Network, who constantly seek 
to overcome any improvements in cyber defenses.31 
These technologists also make available extremely 
large botnets that can be used for spam, massive 
denial-of-service attacks and similar criminal pur-
poses.32 The operational sophistication necessary 
to maintain and control these botnets suggests that 
governments are no longer the only actors that can 
conduct significant cyber attacks. 

With all of this malicious activity, one type 
of non-state actor has been noticeably absent: 
terrorist groups. They do, however, remain 
interested in cyber capabilities to fund their 
activities through crime, reach supporters 
and disseminate their message. For example, 
Ibrahim Samudra was executed by Indonesia as 
he testified to raising 200,000 dollars to fund the 
bombings in Bali33 while the United Kingdom 
convicted Younis Tsouli (aka “Irhabi [Terrorist] 
007”) of inciting to commit terrorism by posting 
extremist websites and for conducting at least 
2.5 million pounds of fraudulent activity includ-
ing credit card fraud.34 

One of the few examples of cyber terrorism is a 
case of malicious cyber activity linked to al Qaeda. 
Court records show that Mohamedou Ould Slahi 
told his detainers at Guantanamo Bay that the 
group “used the Internet to launch relatively low-
level computer attacks” and “also sabotaged other 
websites by launching denial-of-service attacks, 
such as one targeting the Israeli prime minister’s 
computer server.”35 Such low-level, non-disruptive 
activity highlights that cyber terrorism to date has 
been a much less significant concern than cyber 
crime or espionage. However, more recent develop-
ments indicate that it may only be a few short years 
before terrorist groups are able to grow or purchase 
significant capabilities, such as reports from Israel 
that a distributed denial-of-service (DDoS) attack 
from a half million infected computers “may have 
been carried out by a criminal organization from 

the former Soviet Union, and paid for by Hamas or 
Hezbollah.”36 

Non-state actors can cause strategic effects in 
two critical ways. First, they can make advanced 
capabilities available for sale or through coopera-
tion with state or via the Internet underground 
non-states actors. One of the most important 
pieces of malicious software for stealing credentials 
for online banking and other commerce is named 
Zeus and can be bought for as little as 700 dollars 
online.37 Zeus yielded criminal gains of 70 million 
dollars to just one of the many groups using it.38 
According to the security company Symantec:

Zeus provides a ready-to-deploy package for 
hackers to distribute their own botnet. The 
botnet is easily purchased and also freely traded 
online and continues to be updated to provide 
new features and functionality. The ease-of-use 
of Zeus means the Zeus bot is used widely and is 
highly prevalent, allowing the most novice hack-
ers to easily steal online banking credentials and 
other online credentials for financial gain.39

There are already reports that the Stuxnet 
worm, which focused on the rarefied software 
and control systems of nuclear facilities, could 
be hijacked and redirected to other targets.40 
For example, the “hacktivist” group known as 
“Anonymous” has posted a decompiled version 
of Stuxnet (having stolen it from the files of a 
security company) on the Internet, and at least 
one security researcher believes that the more 
dangerous binary version is “widely available.”41 
As advanced capabilities continue to be made 
available online, non-state actors will be able 
to acquire increasingly powerful capabilities to 
disrupt or destroy cyber systems and the actual 
physical infrastructure connected to them.

The second way in which non-state actors can 
cause strategic effects is by forming unholy alli-
ances, where states provide advanced capabilities 
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(whether targeting details, money or actual 
intrusion tools and countermeasures) directly to 
non-state actors to use while retaining plausible 
deniability. Recent examples include the large-scale 
malicious activities against Estonia in 2007 and 
Georgia in 2008. 

In Estonia, there were no direct links to the 
Russian government, though malicious activity was 
linked to nationalist groups “following instructions 
provided on Russian language Internet forums 
and websites,”42 and was conducted by at least one 
group linked to the Kremlin.43 The primary targets 
included both state institutions and non-state orga-
nizations, such as major Internet service providers, 
e-banking services and news organizations,44 
while the defenders were largely non-state actors. 
Fortunately, the peak of the attacks occurred while 
the European network operators group, Réseaux 
IP Européens, was meeting in Tallinn, so the 
quick global collaboration between these ISPs and 
network operators helped to rapidly mitigate the 
attacks. Estonia also informally requested NATO 
assistance, which generated discussions about the 

alliance’s role in cyber defense but at the time led 
to little more than limited pledges of help.45

As in Estonia, the malicious activity in Georgia 
the following year also targeted both state and 
non-state targets but with more fingerprints of the 
Russian government. Russian organized crime 
was implicated and the attackers, according to one 
assessment, “were tipped off about the timing of 
the Russian military operations while these opera-
tions were being carried out” so that “any direct 
Russian military involvement was simply unneces-
sary.”46 Another group of analysts assessed “with 
high confidence” that “Russian government will 
likely continue its practice of distancing itself from 
the Russian nationalistic hacker community thus 
gaining deniability while passively supporting and 
enjoying the strategic benefits of their actions.”47

Future unholy alliances could develop between 
Iran and Hezbollah, other Islamist extrem-
ist groups supported by splinter elements of 
like-minded governments, or extremist groups 
supported by Pakistan or India against the other. 
Such alliances need not be formal or bilateral, 
and may simply include a loose coalition of actors 
with shared interests. The United States and other 
governments may face real strategic threats when 
state adversaries cooperate with non-state actors 
– if they cooperate, for example, to launch cyber 
guerilla or terror campaigns to cause political and 
economic disruption over months or years. 

An often-overlooked strategy to better respond to 
threats by non-state adversaries is to put non-state 
actors at the center of the defense, such as dur-
ing the Conficker worm in 2008 and 2009. This 
worm, estimated to have infected 2 million to 10 
million computers in a period of a few months, 
was frequently updated to defeat responses to 
it. However, in February 2009 – five months 
into the spread – a collaboration of responders 
formed the Conficker Working Group,48 bring-
ing together governments, Internet organizations, 
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companies, service providers, security experts 
and academics. This group developed detection 
and eradication tools and coordinated opera-
tions globally to include domain system operators 
in places as diverse as the United States, China 
and Iran.49 Because the private sector was in the 
lead, there was little of the red tape or diplomatic 
mistrust that would have existed if it had been a 
government-to-government response. 

Non-state actors had the lead role in the working 
group and many participants felt, “It was the first 
truly successful effort they were involved in after 
a decade of attempts to collaborate.”50 For all of 
their benevolent intent, though, such ad hoc, vol-
untary projects often lack the capability or staying 
power over long periods of time as new threats 
appear, the costs to volunteering companies rise 
and the adversaries unleash harder-to-defeat 
malicious software.

Non-state actors fortunately have found many 
other avenues to bring collaborative capability 
to the defense and resilience of the ecosystem. 
Importantly, they have become trusted sources 
of security information, often able to disseminate 
information faster and more openly than govern-
ments. For example, the Information Warfare 
Monitor has helped pioneer an “open source” 
or “crowd source” analysis of cyber intrusions, 
which has revealed extensive cyber espionage 
intrusions into computers associated with the 
Dalai Lama’s Tibetan government-in-exile and 
hundreds of other computers – many associated 
with foreign ministries and embassies – across 
many dozens of countries.51 Similarly, journalists 
and companies have released previously unknown 
information on key security events that might 
have been expected to come from government. In 
only one month (February, 2011) information was 
shared about intrusions into oil and gas compa-
nies (revealed by McAfee52) and an intrusion into 
a NASDAQ network (revealed by The Wall Street 
Journal).53 There are also numerous informal 

collaboration mechanisms, such as the North 
American Network Operators Group (NANOG) 
or ShadowServer, where network operators 
identify and analyze emerging threats, crack 
encrypted communication channels, provide 
information to affected parties and orchestrate 
collaborative responses.54

As some nations engage with nationalistic, mali-
cious non-state cyber actors to create unholy 
alliances, the United States and other like-minded 
governments must work more closely with non-
state actors to build counterbalancing alliances for 
defensive purposes; to reduce the risks of cyber 
attacks; to improve resiliency; and to enable free 
speech, privacy and commerce in cyberspace. 

Approaches to Better engage Non-State 
Actors 
To date, governments and non-state actors have 
thought about cyberspace, cyber security and 
cyber conflicts using three traditional approaches: 
the Technical Approach, the Criminal Approach 
and the Warfare Approach. This chapter will 
spend a short amount of time on each traditional 
approach before going into detail into three 
newer approaches: Environmental, Public Health 
and Irregular Warfare. Each of these offers fresh 
insights that are particularly helpful in under-
standing the roles of non-state actors. 

trAditioNAl ApproACheS
Technical Approach

The Technical Approach has two branches, the 
first of which argues that the technical community 
can either invent a new, more secure cyberspace55 
or that cyberspace would be more secure if users 
chose secure technologies or would just read 
the manual to the tools they already have. This 
approach is typified by the open source software 
movement and standards and coordination bodies 
(such as the Internet Engineering Task Force and 
Internet Society). This branch can perhaps best be 
characterized by one of the true believers, John 
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Barlow of the Electronic Frontier Foundation:

Governments of the Industrial World … I ask 
you of the past to leave us alone. You are not wel-
come among us. You have no sovereignty where 
we gather. … Where there are real conflicts, 
where there are wrongs, we will identify them 
and address them by our means.56

Such thinking has unleashed innovation but has not 
(yet) significantly advanced cyber security by, for 
example, making it easier to defend than to attack.57

The second branch of the Technical Approach 
involves responding to incidents after they occur. 
The technical community has a long and gener-
ally successful history of coordinating incident 
responses and analysis of likely attackers. However, 
these efforts are often not fully trusted by govern-
ments, are poorly funded and tend to be ad hoc, 
created for each new outbreak of malicious software. 
They do not effectively conduct sustained efforts, 
such as eradicating botnets, nor do they share les-
sons learned about technical methods and processes 
for information sharing and collaboration.

This is the only traditional approach that is not 
inherently governmental and is the one that most 
embraces non-state actors, as the norms are meri-
tocratic. Generally, anyone with technical prowess 
can participate, regardless of organizational 
affiliation. However, while technical solutions can 
serve as a foundation for other approaches they so 
far have not and likely cannot solve the challenges 
facing the health and resilience of the cyber eco-
system on their own.

Criminal Approach

States have used their traditional law enforcement 
powers to bring criminal or civil cases against non-
state actors acting maliciously in cyberspace. This 
has generally been an effective approach, especially 
since all malicious activity is a crime. Although 
there may be disagreements about particular laws, 
sanctions and prohibited actions, the Criminal 

Approach has strong and widely understood 
domestic and international norms and formal legal 
regimes. There are long-standing traditions of states 
cooperating to reduce crime and bring criminals 
to justice. However, it is very difficult to solve cyber 
crimes due to cross-jurisdictional difficulties; lack 
of trained police, prosecutors and judges; problems 
with digital forensics and evidence; and other issues.

A key disadvantage of the Criminal Approach is 
that it is inherently governmental and also inher-
ently slow. While some corporations assist in 
investigations and may alert the government when 
attacks occur, the formal investigation and possible 
prosecution of crimes are governmental activi-
ties. Non-state actors can prevent crime by taking 
preventive actions (such as not clicking on attach-
ments from unknown people) and they can report 
crimes and give evidence, but otherwise there is 
little scope for non-state actors in the Criminal 
Approach.

Warfare Approach

Since the beginning of malicious cyber activity, 
some actions have been considered not merely 
criminal but actual “cyber warfare,” and indeed 
Time magazine featured a cover article with that 
phrase back in 1995. A Warfare Approach does 
not depend on any specific definition of “cyber 
warfare” since the defining approach is a military 
approach to cyber conflict. For example, in the 
United States cyberspace has become a top tier 
national security concern prompting the forma-
tion of a U.S. Cyber Command and frequent public 
statements by the Deputy Secretary of Defense and 
other senior leaders.58 

One advantage of the Warfare Approach is that it 
enables militaries to recognize the threat of cyber 
attacks as an offensive threat … and a possible 
offensive opportunity. Another advantage is that it 
leverages existing norms and regimes. For exam-
ple, even if adherents to the Technical or Criminal 
Approaches will not understand it, other national 
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tABle 2: ApproACheS to eNgAge NoN-StAte ACtorS iN CyBer SeCurity 

trAditioNAl ApproACheS

teChNiCAl CrimiNAl wArFAre

Viewpoint Non-state actors should 
improve technology and 
response for the best 
defenses

States should improve 
defenses by using law 
enforcement to stop 
non-state criminals

States should improve 
defenses for defeating 
states and non-state 
actors 

Relationship  
to Non-State Actors

Enables benevolent 
non-state defenders

Stops malicious non-
state attackers

Stops malicious non-
state attackers

Primary Role Belongs 
to Whom

Non-state actors who 
are extremely active 
in all aspects of this 
approach

Governments as law 
enforcers

Governments as 
warfighters

Role of Non-State 
Actors

Researchers, 
coordinators or inventors

Criminals, victims or 
witnesses

Attackers or  
non-combatants

Generally How? Enables non-state actors 
on defense

States lock up non-state 
cyber criminals

Improves state 
defenses and offenses

Specifically How? Non-state actors lead 
in many kinds of cyber 
incident coordination, 
improved and secure 
technology, standards

States undertake 
forensics, improve laws; 
train cyber smart police, 
prosecutors and judges

States treat warfare 
in cyberspace as 
analogous to warfare 
in other domains

Enables International 
Norms?

Weakly Strongly Strongly

Possible Norms “New standards and 
technologies should be 
secure from the start”

“Don’t be a victim; 
practice safe clicking”

“International 
humanitarian law 
applies to cyber 
attacks”

“Natural” Lead 
Government Agency 

Commerce Justice Defense
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Newer ApproACheS

puBliC heAlth eNviroNmeNtAl irregulAr wArFAre

Viewpoint State and non-state 
actors improve defenses 
as if confronting 
pandemic threat

State and non-state 
actors could improve 
defenses if cyberspace is 
seen as polluted domain

Militaries could 
improve defenses if 
cyber conflict is seen 
as irregular warfare

Relationship  
to Non-State Actors

Primarily to enable non-
state defenders but also to 
stop non-state attackers

Both enable non-state 
defenders and stop non-
state attackers

Stop malicious non-
state attackers

Primary Role Belongs 
to Whom

Governments as cyber 
public health coordinators 
(e.g. cyber World Health 
Organization or Centers 
for Disease Control) 

Both government (as 
lawmaker and regulator) 
and non-state actors 
(as non-governmental 
organizations, individuals)

Governments as 
warfighters

Role of Non-State 
Actors

Important supporting roles 
equivalent to care providers, 
drug companies, etc.

Individuals who decide 
not to pollute or are 
regulated or incentivized 

Irregular adversaries 
to be defeated

Generally How? Improving defenses in 
both states and non-states

Enrolling non-states and 
states to improve defenses

Improving state defenses 
against non-state offense

Specifically How? International agreements 
to measure and share 
data, respond to incidents, 
enroll non-state actors

Creating norms of 
behavior and legal 
regimes based on 
“pollution” of cyberspace

Change of mindset 
based on tenets and 
tactics of irregular 
warfare

Enables International 
Norms?

Strongly Strongly Weakly

Possible Norms “Practice safe cyber 
hygiene”

“ISPs should not allow 
traffic polluted with botnets 
to pass their systems”

“We must patch our 
systems to fight on a 
more favorable terrain”

“Natural” Lead 
Government Agency 

White House or 
Homeland Security

Homeland Security Defense
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militaries will have a good idea what is meant 
by the statement, “The U.S. has affirmed that the 
international Law of Armed Conflict, which we 
apply to the prosecution of kinetic warfare, will 
also apply to actions in cyberspace.”59 

One downside of the Warfare Approach is that 
the use of overly militaristic language frames this 
issue in competitive terms, which undermines 
efforts to build international cooperation on cyber 
security measures. Similarly, a Warfare Approach 
mindset leads many observers into a mistaken view 
of many malicious actions as “cyber war” rather 
than what they usually are: crimes (or even petty 
nuisances). A wide range of crimes from patriotic 
hacking60 to WikiLeaks hacktivism61 have mistak-
enly been called “war,” as has Chinese espionage,62 
even though warfare and espionage are distinct 
activities. Using the term “warfare” will always be 
inappropriate for non-state malicious activity that 
causes no casualties, no physical damage or loss of 
information or services that can be set right in only 
a few days.63 

Another disadvantage is that, like the Criminal 
Approach, there is only a very limited role for 
non-state actors. In its traditional sense, war is 
an activity for militaries – non-state actors can 
assist, but these actors are generally considered 
victims or are mandated or expected to support 
their government.64 The military conducts most 
of the action, while non-state actors are limited 
to helping on “the home front.” Cyberspace has 
flipped this traditional arrangement around, with 
non-state actors conducting most of the protec-
tion, response and defense activities. Of course, 
non-state actors can take a more direct role as 
combatants in the Irregular Warfare Approach, 
which is considered below.

Some militaries actively seek to bridge the gaps 
between their uniformed forces and non-state 
actors. The United States only has limited pro-
grams so far, such as assigning some National 

Guard and Reserve units to cyber defense or 
offense missions, and a new information tech-
nology exchange program to exchange cyber 
personnel between the Department of Defense and 
the private sector. Other nations have gone much 
further. Estonia is creating a Cyber Defense League 
as part of its all-volunteer paramilitary force,65 
while one of Iran’s responses to the Stuxnet worm 
has been to develop cyber units for their Basij para-
military, subordinate to the Iranian Revolutionary 
Guard Corps.66

New ApproACheS
These traditional approaches have been useful but 
are inadequate to identify ways to leverage non-
state actors for cyber defense. We identify three 
new approaches that provide new ways to better 
nurture the benevolent intent and capability of 
non-state actors. These approaches could be used 
within governments, between governments, by 
governments to engage with non-state actors or by 
non-state actors on their own.

Public Health Approach

The Public Health Approach uses the spread of bio-
logical diseases as an analogy for malicious cyber 
activities, and focuses on ways to stop them from 
spreading.67 Though non-state actors – such as 
hospitals, researchers and pharmaceutical compa-
nies – have important roles, governments remain 
at center stage, particularly through the World 
Health Organization (WHO) and at the national 
level through organizations such as the Centers for 
Disease Control (CDC). 

The Public Health Approach – which emphasizes 
collaboration, measurement and transparency 
– has several advantages. First, public health 
authorities strongly emphasize mandatory report-
ing and measurement to enable early warning, 
a transparency lacking in cyberspace. Second, 
public health and epidemiology focus on practical 
intervention to stop diseases from spreading– 
including inoculation, quarantine and isolation, 
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and protecting against harm and against transmis-
sion – all of which have direct correlations in cyber 
security. 

Third, public health may provide a useful frame-
work for organizing the resources of cooperative 
state and non-state actors in response to an out-
break of malicious software – similar to how public 
health authorities work with universities, research-
ers and pharmaceutical companies to deal with 
biological outbreaks. Though the idea of a cyber 
equivalent for the CDC dates back at least to a 
1996 study by RAND68 the idea has recently been 
refreshed and championed by Microsoft. Senior 
Microsoft executive Craig Mundie told the World 
Economic Forum in 2010 that “we need a kind of 
World Health Organization for the Internet,”69 an 
idea better defined in a follow-up concept paper, 
“Applying Public Health Models to the Internet” 
by Scott Charney, another senior executive.70 
In a similar vein, the Department of Homeland 
Security (DHS) has recently released a paral-
lel white paper by Deputy Undersecretary Philip 
Reitinger on the cyber “ecosystem,” which covers 
similar ground as the public health model, such as 
analogizing on cyber security based on the human 
immune system.71 

A fourth advantage is that the Public Health 
Approach may identify useful ways for ordinary 
Internet users to take preventive measures. During 
cold and flu season (and especially during a pan-
demic), people increasingly understand that they 
should take basic hygiene actions for their own 
safety and others’. “Cyber hygiene” may be another 
way to highlight similar preventive measures in 
cyberspace.

At the global level, a potentially significant 
downside is that the WHO is a United Nations 
organization. If a U.N. organization runs the cyber 
equivalent of WHO, repressive regimes may be 
able to shape the organization’s efforts in ways that 
would raise concerns about Internet censorship. 

Environmental Approach

Environmental awareness has grown during the 
past decade, in large part because of the activi-
ties of grassroots organizations, non-profits, think 
tanks and motivated individuals. This same con-
cern can be directly applied to the “environment” 
of a polluted cyberspace, full of viruses, malware 
and other malicious code. In the cyber environ-
ment as much as in the “real” environment, the 
actions of one person can have serious and unin-
tended negative downstream consequences. This 
call for individual and collective actions enables 
one of the main strengths of this approach: it 
includes all kinds of non-state actors, not just gov-
ernments. Where the other approaches focus on 
scaring non-state actors (“Don’t be a victim!”) the 
Environmental Approach might better motivate 
people and organizations to become involved in 
ensuring a healthy, clean future for the Internet. 

Translating concerns about pollution in the physi-
cal environment to the cyber environment may be 
relatively simple with the right messages to the cor-
rect communities. Individuals and corporations that 
think it is unjust to throw a can from a window of a 
car or fail to recycle their trash may be willing to take 
positive and even intrusive actions to ensure their 
own computers are not launching spam or partici-
pating in DDoS attacks. Major telecommunication 
providers might be more willing (or under more pres-
sure) to avoid passing polluted traffic downstream: 
According a survey by Arbor Networks, 27 percent of 
network operators do not attempt to detect outbound 
or cross-bound attacks,72 and of those that do, nearly 
half take no actions to mitigate such attacks.73

Further, problems with pollution and cross-border 
emissions may also apply to cyber pollution. In the 
physical world, for example, there is a legal principle 
that the “polluter pays.” In the 1930s, the United 
States complained to Canada about sulfur dioxide 
emissions from a smelter of zinc and lead in Trail, 
British Columbia that were poisoning crops across 
the border. The international arbitration panel in 
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this “Trail Smelter” case ruled that Canada should 
pay a hefty penalty and the smelter should refrain 
from causing further damage and measure its 
impact on the local environment.74 This principle 
has been extended in more recent decades through 
the United States Superfund law.75 It could poten-
tially be used to hold individuals or organizations 
accountable for activities that “pollute” cyberspace, 
whether by omission or commission.

The Environmental Approach also facilitates 
productive ties with the development and sustain-
ability communities. Concepts such as “clean food, 
clean water, clean Internet” or building a “sustain-
able” Internet are more likely than language from 
Warfare or Criminal Approaches to resonate with 
international elites at non-profits, the World Bank 
and donor nations, and developing nations. 

An Environmental Approach may be more palat-
able to international state and non-state actors 
than an overt national security approach (such 
as Warfare or Criminal), even though it directly 
and intentionally enhances national security. This 
approach may offer a more effective way to reduce 
overall levels of malicious activity.

Irregular Warfare Approach 

The Irregular Warfare Approach involves malicious 
and persistent non-state actors who purposefully 
seek to blur traditional distinctions such as combat-
ant and non-combatant.76 Not all non-state actors 
engage in irregular warfare in cyberspace (though 
some indeed may be) but governments may profit-
ably borrow insights and methods from irregular 
warfare and counterinsurgency. 

Succeeding in an irregular war is, at root, a prob-
lem of “winning the hearts and minds of the 
people.” Governments often have no more legiti-
macy or credibility about cyber security issues 
than any other group with a loud voice – and the 
Internet comes fully equipped with a multitude of 
loud voices. 

Political legitimacy to deal with cyber security 
requires convincing individuals that the govern-
ment’s cause is the right one and they personally 
need to take steps to help – that is, nurturing both 
their intent to be helpful (or at least not harmful) 
and their capability to do so. However, none of 
the U.S. government actions to date (from cyber 
security awareness month to speeches, bulletins 
and warnings) have sufficiently won the hearts and 
minds of people, perhaps because of the perceived 
difficulty of securing home systems, mistrust of 
government intentions and perceived threats to 
privacy and free speech. Governments are also 
limited by political and ideological debates over the 
degree of their involvement in securing cyberspace, 
where government action is proper (if it is proper at 
all), and what activities, norms and goals support 
government involvement. As a result, governments 
need to recognize the limits of their own credibil-
ity and partner with non-state actors who are often 
more trusted by Internet users.

In irregular warfare, the underlying conditions might 
include a corrupt government, poverty and malnutri-
tion, or perceived slights or tit-for-tat violence from 
other groups. In cyber conflict, the most important 
underlying condition is un-patched computers and 
insecure protocols. Militaries seeking to reduce these 
underlying conditions may be more effective using 
an argument based on irregular warfare than one of 
“cyber hygiene” or “reducing pollution.”

Governments need to 

recognize the limits of their 

own credibility and partner 

with non-state actors who 

are often more trusted by 

Internet users.
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In both irregular and cyber conflicts, adversar-
ies may be able to hide in the terrain, whether at 
rest (in villages or in infected computers) or in 
motion (on the jungle trail or traversing net-
works). Removing the cyber adversary’s ability 
to hide could involve rapidly isolating or fixing 
home computers, preventing DDoS attacks out 
of the main networks, cleaning the environment 
and enabling network operators and defenders 
to identify sophisticated malicious activity. This 
would involve Tier 1 ISPs having the legal author-
ity and sufficient public support to shut down 
computers and networks that are proliferating 
DDoS attacks and botnets. Martin Van Creveld 
has pointed out, “To remain hidden, insurgents 
must disperse – the more of them there are at any 
one place, the more easily found they are. They 
must also avoid movement as much as possible.”77 
In the cyber domain the insurgents are not very 
dispersed, nor do they avoid movement; in fact, 
successful attacks require transiting through tier 
1 networks. This means that it may be easier to 
deal with cyber “insurgents” than with the physi-
cal kind.

Sanctuaries in irregular warfare can include 
neighboring countries where the adversary is able 
to move, equip and rest with impunity, or similar 
domestic places. In cyberspace, sanctuaries are 
where nations do not have the ability to stop all 
malicious activity from their national territory or 
are unwilling to do so. 

These mindsets and methods of the Irregular 
Warfare Approach may help governments to 
improve their security as if they were really 
engaged in an irregular conflict in cyberspace. 
Of course, there may be conflicts between 
non-state actors and governments, between 
governments, between government-sponsored 
proxies, or even between non-state actors who 
allow competition to spill over, violently, into 
cyberspace.

Selecting the right Approach
The approaches that policymakers, practitioners 
and researchers use to think about cyber conflict 
greatly affect how they diagnose problems and 
develop solutions. According to computer security 
specialist Bruce Schneier:

If we frame this discussion as a war discussion, 
then what you do when there’s a threat of war 
is you call in the military and you get military 
solutions. You get lockdown; you get an enemy 
that needs to be subdued. If you think about 
these threats in terms of crime, you get police 
solutions. And as we have this debate … the way 
we frame it, the way we talk about it; the way the 
headlines read, determine what sort of solutions 
we want.78

Yet the issues posed by non-state actors in cyber-
space are so complex and multidimensional that no 
single approach can ever be sufficient. Instead, an 
integrated strategy must incorporate insights from 
different approaches to address different aspects of 
the problem such as the 2003 National Strategy to 
Secure Cyberspace did when clearly differentiating 
between approaches. It declared that: 

When a nation, terrorist group, or other adversary 
attacks the United States through cyberspace, 
the U.S. response need not be limited to criminal 
prosecution. The United States reserves the right 
to respond in an appropriate manner.79

So when is each approach most helpful? The 
traditional approaches (Criminal, Warfare and 
Technical) remain extremely useful but only 
with respect to their own area of expertise: the 
Technical Approach will always be needed to 
improve and expand the domain of cyberspace, 
while the Criminal Approach is most appropriate 
to specifically defeating criminals. The Warfare 
Approach is understood by warriors and can effec-
tively address national security conflicts, especially 
but not exclusively between nations, in cyberspace.
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However, these traditional approaches will remain 
insufficient singularly and collectively. Even with 
better technology, more prosecutions and more 
users deciding to “Stop, Think, Connect” (in the 
words of a current public cyber safety campaign80)
many non-state adversaries will continue to 
exploit the massive global population of insecure 
machines for criminal and other purposes.

Each of the three new approaches provides use-
ful insights on how to counter malicious activity 
by non-state actors. The Public Health Approach 
emphasizes global cooperation among governments 
and non-governmental organizations, based on les-
sons learned from epidemiology and related fields. 
This approach can be especially effective at stopping, 
detecting and responding to rapidly spreading mali-
cious outbreaks like the Conficker worm. 

The Environmental Approach may be most helpful 
to enroll young people, corporations, foundations 
and think tanks to clean the cyber environment 
and stopping sources of pollution emissions 
that cause significant downstream effects (like 
botnets). These communities are more likely to 
engage in an Environmental project than one 
built on a Criminal or Warfare Approach. A main 
strength here is that, along with Public Health, this 
approach embraces non-state actors as a critical 
part of the solution – not just part of the prob-
lem, as happens with the Criminal and Warfare 
Approaches. 

The Irregular Warfare Approach is best for help-
ing the Department of Defense understand how to 
address cyber conflict with non-state adversaries. 
For example, DOD personnel are much more likely 
to understand their role in cyber conflict if they 
are told to eliminate safe havens and reduce places 
where adversaries can hide than if they are told to 
“improve cyber hygiene.” Winning the hearts and 
minds of the denizens of cyberspace will be just as 
important to military success as it is in the sands of 
Iraq or mountains of Afghanistan. 

recommendations for the united States
First, the United States must recognize that the 
threats posed by malicious non-state actors are 
just as significant as those posed by potential state 
adversaries in cyberspace and ensure that intel-
ligence collection and analysis, and contingency 
and operational planning focus on both types 
of threats. In particular, the United States must 
prepare for the possibility of a long-term cyber 
guerilla campaign targeting U.S. economic activi-
ties and public confidence.

Second, the White House should use the 
Public Health and Environmental Approaches 
to root a new national strategy for improving 
the “health and resilience of cyberspace.” The 
Department of Homeland Security should lead 
this effort in collaboration with the Department 
of Commerce, DOD, Department of Justice and 
the FBI. To encourage benevolent intent and 
strengthen capabilities of non-state actors, this 
strategy should:

Engage the private sector operators of the cyber •	
commons – such as ISPs, companies that register 
web domains and web hosting firms – to estab-
lish norms for appropriate user behavior and 
operator obligations in enforcing these norms. 
The government should act as an enabler, by 
explicitly permitting activities such as quarantin-
ing infected machines from the Internet, rather 
than through top-down regulation.

Collaborate with the private sector in edu-•	
cating users at all levels about cyber hygiene 
and contributing to a healthy Internet 
environment.

Establish funding sources for innovation and •	
effective private sector competition to further 
cyber health. The government should consider 
stimulating these efforts by high-profile chal-
lenge competitions such as those conducted by the 
Defense Advanced Research Projects Agency. 
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Third, the United States should lead a global cyber 
security engagement strategy led from the White 
House with the following priorities:

Ensuring that U.S. cyber security initiatives are •	
consistent with a global approach that explicitly 
seeks to engage nongovernmental stakeholders 
worldwide. 

Engaging global multi-stakeholder bodies•	 81 and 
leveraging the strong technical capabilities and 
collaborative relationships of the global incident 
response community to clean the cyber envi-
ronment. These organizations could form the 
basis of a new Cyber Risk Reduction Center that 
would develop metrics and reporting standards, 
improve transparency about malicious activities 
and establish crisis communications mechanisms 
that bridge public and private sector organiza-
tions globally.

Fourth, the United States should pursue a concept 
of “advanced persistent national cyber defense” 
that includes a role for non-state actors. The 
Department of Defense should lead this effort, 
supported by the Department of State, DHS, the 
Department of Justice and FBI. This concept 
should:

Encourage private sector operators of cyber •	
infrastructure to proactively identify and remove 
malicious code as well as filter and block large-
scale disruptive attacks.

Support the establishment of a private sector •	
foundation that identifies lessons from ad hoc 
technical and operational collaboration by net-
work operators in response to cyber threats.

Fifth, DOD should analyze the dynamics of 
“irregular cyber warfare” as a major aspect of the 
development of cyber war doctrine and operational 
concepts. This might drive internal procedures 
based on familiar concepts of irregular war, rather 
than the arcane and poorly understood jargon of 
computer security.

Sixth, the Department of Justice, DOD and 
DHS should continue to pursue counterterror-
ism, counterintelligence and traditional Warfare 
Approaches in appropriate areas. These traditional 
approaches already fit the existing missions of the 
Departments of Justice, Defense and Homeland 
Security, so they should continue improving and 
adapting these approaches to address cyber issues 
as well.

And last, the U.S. government – especially DOD 
and the new U.S. Cyber Command – must use 
caution when describing cyber security in terms of 
warfare and terrorism when alternative approaches 
will prove more effective. As noted earlier, the mili-
taristic language of the Warfare Approach frames 
this issue in competitive terms, which are not likely 
to be as effective as the other approaches in engag-
ing other nations and global multi-stakeholder 
groups in cooperative projects. 

The United States and other governments are still 
learning how to establish a more secure, resilient 
cyberspace and manage conflicts in this realm. 
The new approaches introduced here should be 
studied in more detail, especially in understand-
ing the utility and limits of specific organizational 
approaches, the alignments of state and non-state 
actors and the most promising strategies and 
negotiating forums for promoting operational col-
laboration and new norms. Focusing more on the 
role of the private sector and other non-state actors 
will help improve U.S. cyber defense efforts.
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Coordinating activity in cyberspace has become 
a crucial challenge. Virtually every sector of 
society in a wide array of countries now relies on 
Internet communication to carry out the most 
basic functions of modern life. Businesses, militar-
ies, government at all levels and citizen groups of 
every imaginable kind now depend heavily on, and 
indeed cannot function without, an efficient and 
secure Internet. 

This varied array of stakeholders holds a varied 
set of ideas about how cyberspace should be used 
and governed. Military and security professionals 
envision using the Internet to coordinate counter-
terrorist activities and combat organized crime. 
They want rules to allow these actions. However, 
this alarms many privacy advocates who, in turn, 
want rules to protect against precisely this kind of 
surveillance. Meanwhile, various national govern-
ments hold different views about the legitimate 
uses of the Internet and are pushing hard for rules 
that reflect their preferred vision. For example, 
governments in Russia and China see internal dis-
sent and anti-government writings disseminated 
on the Internet as a threat. Both have curtailed 
free speech and access to the Internet as part 
of their vision of “cyber security” – a view the 
United States is not likely to embrace. Without 
some basic “rules of the road,” conflict between 
these competing values and visions will intensify. 
The essential resource of cyberspace cannot reli-
ably perform the functions that we all depend on 
without agreed upon Internet norms.

This chapter analyzes the tasks involved in cultivat-
ing new norms and rules for cyberspace. Drawing 
on efforts to develop norms on other issues, we can 
see broad patterns in the kinds of norms that are 
likely to succeed and the strategies that are likely to 
prevail. Findings of this chapter include: 

Successful norms are likely to be simple and •	
clear, obviously useful and relatively easy to fol-
low. Overly complex and technical prescriptions 
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are unlikely to reach the very broad audience 
needed to ensure some of the most basic ele-
ments of a safe and secure cyberspace.1 

“Grafting” cyber norms onto existing, well-•	
established normative frameworks, for example 
human rights norms or laws of war, may increase 
chances of success. Building on existing norms 
can help to make the new cyber norms seem 
intuitive and sensible to diverse audiences and 
enhances compliance. 

Multipronged and multilevel approaches to •	
norm dissemination also seem particularly 
suited to cyber security. Pushing for new norms 
in multiple venues, among diverse audiences 
simultaneously will probably yield more timely 
progress than concentrating on some single 
norm-building enterprise, like a single treaty 
negotiation. 

Where possible, norms can and should be but-•	
tressed by appropriate laws at national, local and 
even international levels. Norms and formal laws 
should be treated as complementary tools, and a 
judicious use of both will yield the best results.

Technical assistance and funding to help key •	
actors “do the right thing” in cyberspace will 
greatly increase compliance. 

These strategies may seem intuitive and obvious, 
but are difficult to implement. The cyber realm 
presents some unique challenges for norm devel-
opment. Few issue areas penetrate every aspect of 
society as thoroughly as the Internet. Coordinating 
such diverse stakeholders with such varied values 
will not happen quickly or easily. To illustrate 
some of the challenges, this chapter briefly analyses 
norm promotion issues in two areas: developing 
norms around civilian protection and Internet 
freedom. Cultivating cyber norms may best be 
viewed a continuing challenge rather than a dis-
crete task. Cyber insecurity is likely to be a chronic 
condition that must be constantly managed rather 
than a single problem to be solved and put to rest. 

As a consequence, cyber norms must continually 
evolve, and mechanisms to promulgate new norms 
must be developed. 

Norms and law
One common reaction to coordination problems, 
particularly in the international sphere, is to 
negotiate a treaty and make binding or “hard” law 
on the topic. There are obvious advantages to this. 
Treaties have the force of law. Theoretically, there 
should be enforcement by governments of their 
provisions. Treaties also offer at least an illusion 
of clarity since they usually spell out details of the 
agreement and explain rules in great detail. But 
negotiating treaties can be a slow and cumbersome 
process, ill-suited to fast-changing issues like cyber 
security and Internet governance. Governments 
may also not be the best or only actors to be 
making rules in this area since so much of the 
technology is in private hands. 

Norms offer another tool to coordinate action. 
Norms may be defined most simply as shared 
expectations of proper behavior.2 Shared expecta-
tions among actors can be dynamic and change 
quickly to suit the needs of those relying on them. 
As expectations rather than legal obligations, they 
invite broad participation. Actors who may feel 
nervous about being bound by formal laws may be 
willing to engage with groups governed by norms. 
Over time, these initially reluctant states, firms 
and individuals may become socialized into deeper 
acceptance of the norms. Compliance becomes 
internalized as people get used to the expectations, 
see their utility and come to share them more fully 
than they did when they joined the group.

Characteristics of a Successful Norm
As we develop new norms for cyberspace, it will be 
important to pay attention to both the form and 
content of a proposed norm. The successful spread 
of new norms is greatly facilitated if the norm, 
itself, is clear, useful and do-able. 
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Clarity. Norms are easier to spread, and more 
likely to spread successfully, if they are organized 
around clear principles. Absolute prohibition 
norms often have a leg up on this dimension, but 
other norms can also be simply stated. “Do not 
litter” and “clean up after yourself” are norm 
formulations that are simple, straightforward, 
and easy to remember and understand. They 
also might have clear applications to cyberspace. 
Establishing norms of responsibility for maintain-
ing secure networks would build on these general, 
well-established norms of social life. “Clean up 
your networks” would thus be a clear, simple and 
potentially useful cyber norm. 

One potential pitfall of these simple imperatives 
could be the lack of specific responsibility. Who is 
responsible for maintaining clean networks? States? 
Businesses? Individuals? The usual answer is every-
one is responsible – just as no one is allowed to 
litter, no one is allowed to have insecure networks. 
But saying everyone is responsible may mean that 
no one actually takes responsibility, creating a clas-
sic collective action problem. 

Again, the parallels with similar norms may 
help in cyberspace. In other realms, norms like 
these create overlapping and therefore redundant 
responsibility. There may also be overlapping and 
redundant pressures to comply. If one litters, one 

expects nasty looks and comments from others, 
so the norm has some social enforcement thanks 
to social pressures and expectations to conform. 
Dirty behavior is embarrassing and hurts reputa-
tions of both individuals and business. The social 
norm also has a legal backstop: One can be fined 
individually for littering. But ultimately govern-
ment clean-up crews pick up trash when no one 
else does. Change in littering behavior thus started 
at the social level with social norms; enforcement is 
a backstop, not the driving force behind less litter. 
A similar configuration of norms and laws might 
be helpful in cyberspace. 

A complex and technical problem like cyber 
security might not obviously lend itself to simple 
norms, but that is the challenge. Simplicity and 
clarity must be manufactured by the norm pro-
moters. One way to do this is to distill a few core 
principles about cyber security, each of which is 
relatively simple. This has worked in other complex 
issues. Trade is probably one of the messiest and 
most complex bodies of international rules and law, 
but buried within it are still some rather simple, 
clear norms about “most favored nation” status and 
“national treatment.” The laws of war have simi-
larly become enormously detailed and elaborated. 
However, while only a few lawyers know all the 
rules, every soldier knows the basic norms of non-
combatant immunity, and targeting norms about 
discrimination and proportionality. Cyber norms 
would certainly benefit if a few basic expectations 
could be clearly and simply articulated. 

Utility. People are more likely to adopt norms if 
they can see clear connections between norm-
following and desired outcomes. Adopting new 
norms is usually not costless for adopters. At a 
minimum, adoption by apex actors (governments, 
CEOs, heads of organizations) usually commits 
them to elaborate persuasion and enforcement 
efforts downstream in their country, business or 
organization. If government officials sign a treaty 
or endorse a multilateral effort committing the 

Few issue areas penetrate every 

aspect of society as thoroughly 

as the Internet. Coordinating 

such diverse stakeholders with 

such varied values will not 

happen quickly or easily.
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United States to carbon reduction, child literacy 
or weapons build-downs, they still face domestic 
political battles internally to get a wide array of 
other national actors (governors, local officials, 
companies, Congress) to sign on. This would cer-
tainly be true of cyber norms, which would likely 
require broad cooperation inside states, societies 
and the private sector.

One powerful tool for persuading actors to 
incur these costs is a strong argument or narra-
tive about how adopting the norm will produce 
desired results. Such an argument or narrative 
would have at least two components. First, it 
would need to convince people that cyber security 
is really important to their well-being in some 
meaningful and immediate way. Some audiences 
may be harder to convince than others. Cyber 
professionals will probably be easy to persuade on 
this score, although they may disagree about the 
right “fix” or best norms to address the problem. 
To the extent that broader groups whose concerns 
are less immediately or obviously linked to cyber 
security need to cooperate, this narrative will be 
crucial. People need to be motivated to incur costs 
to adopt these norms. They need to be convinced 
that the threats are real and the costs of non-
adoption are high. 

Second, this narrative would need to convince peo-
ple that complying with the proposed norm would 
actually produce the desired result. Climate change 
efforts stalled on failures of this kind. There were 
direct and active challenges to the causal factual 
connections norm promoters were claiming. The 
counter-narrative by norm opponents disputed the 
link between human activity and climate change. 
If human activity is not causing climate change, 
why adopt carbon restrictions? In the case of cyber 
security, people would need to believe that com-
plying with the new norms would actually reduce 
vulnerabilities. To the extent there is uncertainty 
about whether the norm with work or result in 
advertised benefits, selling the norm will be harder. 

Cyber hygiene norms look particularly ripe for 
this kind of narrative. Under such norms, users 
would recognize the broad negative impact of 
their own failure to take simple steps to ensure 
cyber security by preventing their own computers 
from becoming hosts for malware. Implementing 
cyber hygiene norms will require broad coopera-
tion by a great many diverse social actors. Part 
of the norm promotion process will have to be 
some kind of public education about the dangers 
of botnets and insecure networks more generally. 
Just telling people there are abstract threats to 
unnamed others if they do not clean up networks 
may not do the trick. A narrative that links this to 
real damage to themselves and others they know 
will be more effective.

Do-ablility. New norms are more likely to be 
respected and change behavior if people see clear 
and easy ways to comply. People are more likely 
to comply with a “do not litter” norm if trash and 
recycling receptacles are easy to find in public 
spaces. Countries are more likely to implement 
childhood vaccination programs if they have 
funding and public health professionals to carry 
it out. Making it easy for people to “do the right 
thing” is an important ingredient in any norm 
cultivation effort. 

Of course, in many situations, “doing the right 
thing” may be quite difficult. If it were easy, the 
desired norm would probably have arisen naturally 
and one would not need a big norm cultivation 
effort. Difficulties in implementing a norm, even 
when it is clear and its utility is understood, can 
come from several sources. Often there are political 
problems in compliance. Responsible government 
officials who adopt a norm may not be able to 
persuade legislatures to enact needed laws. If the 
law is unpopular politically, government officials 
who adopt a norm may not get reelected. And, of 
course, getting parties to agree on a common norm 
in the first place may also face serious political 
challenges.
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There may be economic or financial problems with 
compliance if it is expensive and money is scarce 
(which it usually is). Securing networks domesti-
cally will cost money. Questions of who will bear 
those costs – business, government or individuals 
– may be a bone of contention. Securing networks 
abroad may also involve serious economic costs. 
Many of the states that are big sources of cyber 
crime, like Moldova and Belarus, are relatively poor. 
Persuading them to adopt new cyber norms may not 
be enough; they may need financial assistance. 

Compliance may also be complicated if the tech-
nology or basic knowledge required to comply 
is missing. Again, this may be a problem both 
domestically and abroad. However, technical 
assistance programs may also be an opportunity. 
These efforts do more than disseminate technical 
knowledge. They can also be powerful socializing 
tools and opportunities to spread “best practices” 
on the Internet. These socialization effects have 
been amply documented in other policy areas. 
The International Monetary Fund, World Bank 
and bilateral state aid all involve massive technical 
assistance designed to socialize people into new 
best practices in finance, development, human 
rights and the environment, as well as deliver-
ing technology. While never 100 percent effective, 
these efforts do have demonstrable effects and shift 
expectations in desired directions. 

Those cultivating cyber norms will encounter 
difficulties of all three types. Politically, there are 
likely to be roadblocks. Any clear formulation of 
cyber norms is likely to prompt objections from 
somewhere. Implementing these norms is bound 
to cost money, which always opens avenues for 
objection and fights. National, state and local gov-
ernments may not want to appropriate money for 
this purpose, particularly when change is expensive. 
Businesses are likely to raise similar objections. At 
all levels of government, there is likely to be some 
shortage of expertise, and the usual measure of 
technical and bureaucratic foul-up in implementing 

whatever norms are crafted. Although this list of 
obstacles may sound daunting, it is normal. Most 
norm promotion efforts face similar problems, and a 
great many of these efforts succeed. 

Stages of Norm Cultivation
Creating successful new norms usually involves at 
least three sequenced tasks or stages: 1. norm artic-
ulation and promulgation; 2. norm dissemination; 
and 3. norm internalization, institutionalization 
and enforcement.

Norm promulgation. One of the most common, 
and commonly successful, strategies for promul-
gating new norms is to build on existing, widely 
accepted norms. “Grafting” or piggybacking on 
existing robust normative frameworks could help 
legitimate new norms for cyberspace. It makes 
them seem familiar and intuitive, thus increas-
ing prospects for compliance. Promoters of a 
norm that states “access to the Internet is a basic 
human right,” for example, might try to graft this 
new norm onto existing human rights norms. 
Promoters could argue that, in the contemporary 
world, Internet access is an essential component 
of and prerequisite for securing many of the 
core rights in the U.N.’s Universal Declaration 
of Human Rights and the U.N.’s International 
Covenant of Civil and Political Rights. Norms 
about conflict or war in cyberspace will be easier 
to promote if they build on and fit with existing 
norms about discrimination, proportionality and 
non-combatant immunity.

Many potential cyber norms might be comple-
mentary – they might deal with different types of 
cyberspace problems and thus might rarely conflict. 
For example, cyber norms about warfare are not 
likely to conflict with cyber hygiene norms. In some 
situations, though, we should expect stakehold-
ers to propose opposed or conflicting norms that 
reflect their different values and goals. For example, 
Western states have generally promoted Internet 
freedom norms that require unfettered access to 
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online information and freedom of expression. 
Such norms conflict with many of the “information 
security” norms being proposed by authoritarian 
states like Russia and China. Information security, 
for authoritarian states, often means restricting both 
freedom of expression on the Internet, and access 
to information emanating from sources consid-
ered hostile, such as political dissident groups. To 
authoritarian states, Internet freedom, as the West 
understands it, is a threat and may constitute an 
act of ideological aggression against other states’ 
core interests. Western states, by contrast, object to 
efforts to “secure” or restrict information in this way 
as a violation of basic rights.

Simply articulating new norms is not enough 
to change behavior. Norms need adherents, and 
actors will lobby hard for their preferred norms, 
looking for support. The process might be thought 
of as a “norm marketplace” in which U.S. cyber 
norms compete with Chinese and Russian ones, 
or military cyber norms compete with norms that 
focus on commercial and free speech.

Like products in a market, new cyber norms will 
compete, both with other norms and for time and 
attention of stakeholders whose support is required 
to change behavior. Changing expectations, atti-
tudes and ultimately behavior takes work. Norms 
often fail, not because anyone particularly dislikes 
them, but for lack of enthusiasm. The size and power 
of the norm promoter will also influence its suc-
cess. The United States clearly has advantages here. 
American power means people will pay attention 
to U.S. norm preferences and may allow the United 
States to induce or coerce others into following. Of 
course, the content of the norm, itself, may influ-
ence its success. Norms that make technical sense 
in addition to promoting popular values should 
have an advantage. Thus, which norms are adopted 
by which actors depends on a variety of factors – 
the content of the norms, the power or politics of 
their sponsors and the characteristics and needs of 
adopters.

One can imagine several possible outcomes to a 
competition and selection process. Clear winners 
might emerge; perhaps some variant of “national 
responsibility” for all cyber activity on one’s 
soil would be widely accepted. Several winners 
might emerge. We could get “norm blocs” if large 
groups of countries or companies cluster, each 
focused on a different norm. Some of the related 
norms onto which cyber norms could be grafted 
have this “bloc” character. Different European 
Union (EU) and U.S. norms about privacy, for 
example, are two such competing norm frame-
works. This creates some conflict, as indicated by 
debates post-9/11 over sharing airline passenger 
information, and the result may not be entirely 
stable. Norm cultivation processes also often get 
stuck at suboptimal equilibria. Think about the 
United States’ continued adherence to non-metric 
systems of measurement. Perhaps there are no 
winners, which could leave us with no “shared 
expectations of appropriate behavior” at all. Thus, 
the norm cultivation process may never leave this 
promulgation stage.

One way to intervene in this process might be to 
devise forums in which to negotiate norm defini-
tions. Again, this could unfold in more and less 
centralized ways. A centralized apex process to 
negotiate wide-ranging cyber norms would have 
the virtue of broad participation and, theoretically, 
the ability to harmonize norms across different 
cyber issues. It would probably also be extremely 
slow and have trouble keeping up with the 
dynamic cyber environment. Negotiations over the 
U.N.’s Law of the Sea Treaty might be an example 
of this kind of centralized norm promulgation 
process. It had broad participation and scope, but 
the process took years (or decades, depending 
on how you count) – something that makes no 
sense for cyber issues.3 It would probably also be 
a largely intergovernmental endeavor, which may 
raise hackles in a policy domain with a tradition of 
minimal government interference.4
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A more decentralized approach might involve differ-
ent forums for different kinds of actors (e.g. states) 
or different forums to negotiate different kinds of 
cyber norms (e.g. commercial vs. military). Again, 
using existing institutions and structures might be 
useful in this regard. Already we can see groups of 
actors beginning to negotiate new cyber norms. For 
example, NATO has provided a forum for discuss-
ing these issues among its members. Getting cyber 
norms on the agendas of other regional and func-
tional bodies might also be useful. These smaller 
bodies might move more quickly both because of 
smaller numbers but also because the members 
often share concerns and are more likely to reach 
some agreement. Of course, the risk is that decen-
tralized promulgation might produce conflicting 
norms, which may cause trouble down the road. 

The normative architecture of some existing forums 
may be especially attractive for promoting particu-
lar cyber norms. For example, Internet freedom 
advocates have put forth clever proposals to tie the 
free flow of, and access to, online information with 
international trade regimes (making Internet repres-
sion a non-tariff trade barrier), allowing democratic 
states to use the World Trade Organization’s dispute 
arbitration mechanism to deter authoritarian gov-
ernments from censoring online information.5

One thing to note: complete agreement or some 
flagship formal treaty may not be required for 
big multilateral negotiations to have an impact. 
Multilateral negotiations can influence norms even 
without unanimity. Simply publicizing preponder-
ant agreement among important parties can create 
focal points around which other actors begin to 
organize. The negotiation process can also have 
benefits if it forces actors to improve clarity on at 
least some components of the norm where there is 
substantial, if not complete, agreement. The 1997 
Ottawa Treaty, banning certain landmines, did not 
obtain signatures from key states (the United States, 
China and Russia) but clarified the norm, spelled 
out obligations, and disseminated it widely, shaping 

public opinion on the issue. Faced with a new, clear 
norm, U.S. procurement policies and behavior on 
this issue started to change, even if its signatory 
status has not. Similarly, the International Criminal 
Court has enjoyed cooperation from non-signatories 
like the United States, which found it a useful tool 
for handling atrocities in Sudan and Sierra Leone.6 
Big multilateral negotiations can also inspire pro-
ductive track two efforts among non-governmental 
experts that can then facilitate broader agreement. 
An example of this kind of synergy may be the 
recent U.S.-Russian negotiations sponsored by 
the East-West Center that applied the Geneva and 
Hague conventions to cyber conflicts, prompted in 
part by Russia’s efforts at cyber arms control at the 
U.N.7 The norm negotiation process may thus have 
value in and of itself, regardless of the outcome. 

Norm dissemination. Once promulgated, norm 
cultivators need to think about ways to spread the 
new cyber norms globally. The task at this stage 
would be to persuade (or coerce) more actors to 
adopt the norm. One can think of this task as hav-
ing two dimensions – breadth and depth. 

One goal of norm dissemination is usually to 
attract adherents and broaden the norm’s reach. 
For cyberspace, this would seem to be particularly 
important. A constant worry is that networks 
are often only as robust as their weakest nodes. 
Getting all nodes in the network on board with 
new cyber norms would seem an obvious prior-
ity. If the norms apply to states, one would want 
to attract Nigeria, Ukraine, China and Russia – 
countries that may be skeptical of new cyber norms 
and may be sources of cyber problems – as well 
as the Organisation for Economic Co-operation 
and Development (OECD) countries. There may 
be a private sector analog to this. Big, well-heeled 
corporate actors with reputations to defend may 
be quicker to see benefits in adopting “good cyber 
citizen” norms (or may have more to lose from a 
crackdown and active enforcement). Smaller, fly-
by-night enterprises may be harder to attract. 
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One persistent problem with norm dissemina-
tion is that the actors least in need of the norm are 
the first to adopt; actors who most need to adopt 
are often the recalcitrants. This is not surprising. 
Adopting a norm is easy if its requirements mostly 
line up with your preferences and current prac-
tices. Costs of adoption may be relatively low and 
desire to comply may be relatively high. The reverse 
would be true for actors whose current behav-
ior most flagrantly violates the proposed norm. 
One advantage to the large group negotiation as 
a means of developing and promulgating a norm 
may be that the norm has wide adherence and dis-
semination at the time it is promulgated. (Indeed, 
it is being promulgated precisely because many 
actors have signed on.) 

Another goal of cyber norm dissemination will 
almost certainly have to be expanding the depth of 
the norm’s reach and its penetration into state and 
corporate actors. Getting national governments to 
adopt the norm may not be enough. State, provincial 
and municipal governments will also have a role to 
play if cyber norms are to be successful. So, too, will 
national companies, nongovernmental organiza-
tions and all other civil society actors. Similarly, 
getting corporate CEOs to agree with these norms 
may be easier than getting all the subsidiaries and 
suppliers to implement them. 

Adherence from these smaller and more local 
actors may be less of a problem if national govern-
ments legislate norm compliance for all subsidiary 
governments in their jurisdiction. This happy 
outcome would require that national governments 
have both the power and the will to legislate. 
They may not. If they do legislate, however, the 
norm cultivation problem becomes a law enforce-
ment problem, which lies more in the realm of 
implementation.

Norm institutionalization and implementation. 
Even after broad rhetorical and policy acceptance 
of new cyber norms at all levels, promoters of new 

norms will have to think about ways to ensure 
compliance. This is notoriously difficult and 
implementing major new norms is almost always 
an incomplete and continuous process. One should 
expect cyber norms to be no different.

One source of potential lessons for cyber norm 
promotion might be efforts at “mainstreaming” 
new norms about gender, environment, corrup-
tion and other social goals at big international 
institutions. For gender concerns, the U.N. defines 
“gender mainstreaming” as: “Ensuring that gender 
perspectives and attention to the goal of gender 
equality are central to all activities…”8 What we 
want in cyberspace is presumably something like 
cyber mainstreaming. We want awareness of cyber 
security issues and organizational rules mandating 
appropriate preventive measures (that presumably 
involve compliance with the new norms) to pen-
etrate all levels of adhering organizations, be they 
states, corporations or civil society groups. 

Big international organizations like the U.N. or 
U.S. government agencies often are given new jobs 
or are assigned new normative concerns. The com-
mon result of these dictates from the top tends to 
be superficial adherence. Organizations adopt the 
rhetoric or even the rules of compliance with the 
norm, but do not change the way they behave or 
actually implement the rules on the ground. Often 
this is not the result of active resistance or evil 
intent. Bureaucrats are busy. They have many other 
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things to do besides implement new directives, 
which may not come with clear guidance, addi-
tional funds or technical support, to say nothing of 
additional hours in the day. The result is not sur-
prising: new norms often get lip service, sometimes 
extensive lip service, from organizations but little 
meaningful implementation.9

Strategies to avoid this problem, at least in part, 
might flow from an understanding of these prob-
lems facing bureaucrats. Funding and technical 
assistance will almost certainly have to be part of 
this effort for global cyber norms. This is true on 
both the breadth and depth dimensions, discussed 
earlier. Many of the countries the United States 
worries about as potential sources of cyber crime 
or cyber attack lack the laws but also lack the basic 
infrastructure – personnel, equipment and exper-
tise – to ensure basic cyber hygiene. Figuring out 
the best way to help them help themselves (and the 
United States), both technically and financially, 
will be important. One obvious question is whether 
this assistance is best organized bilaterally, which 
would give the United States control over the funds 
it gives and the uses to which these are put, or 
multilaterally, which could spread out the costs and 
make assistance acceptable in more places.

Inside norm-adhering states, similar assistance may 
be needed. Apex actors, for example federal govern-
ment bureaucracies centrally involved in cyberspace 
issues like the Department of Defense (DOD), may 
be able to implement new cyber norms on their own, 
but this is unlikely to be true at state and local levels, 
nor will it be true of the vast array of civil society and 
business actors using networks in the United States. 
Enforcement through well-formulated laws can help. 
Indeed, effective laws will be essential to a broad and 
deep norm implementation strategy. But even laws 
will be ignored if people do not know how to comply 
with them or do not have the funds to comply. Even 
when they have both knowledge and means, there 
will still be a non-trivial group of distracted, lazy 
or obstructionist citizens. Reducing the size of this 

group would improve norm success. Making it easier 
for people to “do the right thing” does not guaran-
tee good outcomes. However, good outcomes seem 
almost impossible if compliance is difficult.

relevant Features of Cyberspace
Every norm cultivation process is unique and the 
content of the norm being proposed matters to its 
success. So, too, do characteristics of the issue area 
that the norm is supposed to influence. Two issues 
are worth considering. Both flow from the ubiqui-
tous nature of the Internet.

One distinctive feature of this policy arena is 
the diversity of stakeholders. Since the Internet 
touches almost everyone, almost everyone has an 
interest in, and views about, how cyberspace is 
governed, especially the military, businesses and 
civil society groups. Normative frames likely to 
be developed by these three sectors (which are 
not homogeneous) are very different and they are 
likely to champion very different kinds of cyber 
norms. The United States Cyber Command may 
think about cyber security norms as a “laws of 
war” issue. Economic actors are likely to think 
about cyber security norms as a crime issue. Civil 
society groups may be vocal about privacy and 
Internet freedom issues. These broad orientations 
will conflict at times and norm promoters will 
have to figure out how to handle this. 

If norm development follows a decentralized path, 
these different actors may be able to promulgate 
their own norms inside different forums. But this, 
too, may create problems. Some of these stakehold-
ers will find it easier to organize and promote their 
norms than others. DOD is out in front on this 
issue and is likely to develop, articulate and insti-
tutionalize its cyber norms internally long before 
civilians get organized. 

This may matter because path dependence looms 
large in norm development; there are big “first 
mover” advantages. Once one set of norms is in 
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place, in this case military laws-of-war norms, they 
tend to color and in some ways perhaps constrain 
subsequent norm development by civilian actors. 
How, exactly, will DOD operationalize the details 
of discrimination, proportionality and non-com-
batant immunity in cyber conflicts? Will these be 
norms that the human rights community share 
or prefer? How might espionage be operational-
ized by the military in cyberspace? Would those 
be the norms preferred by business? Or by citizens’ 
groups? These may not be a big problem, depend-
ing on one’s goals and concerns, but it is worth 
some thought. The alternative – telling the mili-
tary to hold off on cyber norm development until 
civilians get their acts together – seems politically 
unlikely and possibly dangerous given the rate at 
which civilians move on these things. External 
cyber attackers are not likely wait for our norm 
cultivation process to bear fruit.

The pervasiveness of the Internet and cyber 
issues, themselves, may shape the norm cultiva-
tion possibilities and prospects in other ways 
as well. Most norms govern domains that are 
more bounded. There is some discrete and usu-
ally limited population of stakeholders who care 
about the issue, whom the issue effects, and who 
are essential to change. These limits make the 
norm cultivation process more manageable. With 
cyberspace, by contrast, it may be hard to figure 
out who is not relevant to the process or essential 
to change. 

This need for very broad involvement in solving 
cyber problems is challenging, but not unique. 
Other analysts have explored the policy effects of 
this pervasiveness of cyber concerns with a very 
good and helpful analogy to public health.10 They 
point out that cyber attacks are like pandemics and 
can be averted by using similar methods. This is 
useful. It focuses our attention on crucial features 
of the problem – cyber’s penetration deep into all 
aspects of society, the importance of prevention 
and good cyber hygiene, the deeply interconnected 

nature of the cyber world and dependence of each 
actor on good behavior by all others. This is a very 
happy analogy since no one is in favor of illness.11 
Yet a different analogy might give more caution.

Promoting cyber security and good cyber norms 
may also be like combating climate change. In 
important ways, cyberspace may be like carbon. 
Both are foundations for nearly all aspects of 
contemporary life. Modern militaries, business and 
social interactions depend on functioning net-
works and cheap carbon. You cannot fight a war, 
protect the nation from threats or run an economy 
without both. Yet both are associated with huge 
threats. Predictions about the potential damage 
from cyber attacks are catastrophic, as are predic-
tions about the consequences of unabated carbon 
release. 

Unfortunately, the fate of norms to prevent climate 
change is not encouraging. Formulating norms that 
command broad support by even a small numbers 
of apex actors (i.e., national governments) has been 
difficult. Achieving any kind of deep norm adoption 
or compliance inside societies is not faring much 
better. Getting people to care about threats that 
seem abstract and distant to most of us (like climate 
change) is extraordinarily difficult. Getting people 
to accept even modest short-term costs (higher 
gas prices, fuel efficient cars) to prevent long-term 
catastrophe is difficult. If those things are required 
for cyber norms, we should be worried.

Getting people to care about 

threats that seem abstract 

and distant to most of us 

(like climate change) is 

extraordinarily difficult.
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Neither of these comparisons (cyberspace and 
health, cyberspace and climate change) are exact. 
It may be that the greater military concern with 
cyberspace will help put it on a different path from 
climate change. But the climate change analogy 
does suggest just how hard it may be to formulate 
and implement new norms that require coopera-
tion of such a broad swathe of society. 

prospects for Norm development: 
two examples
The foregoing analysis does not let us predict which 
norms will succeed or fail, but it does focus our 
attention on likely problems that norm promoters 
may encounter. Diverse stakeholders have proposed 
a variety of cyber norms. Each will face different 
challenges, as the following examples illustrate.

Civilian protection and minimization of collat-
eral damage are widely accepted by all states as 
foundational norms of war. Following the grafting 
logic, outlined above, a number of analysts have 
explored ways to translate these norms into the 
cyber domain. The norms themselves are fairly 
clear – no harm to civilians, minimize collateral 
damage – and their rationale or utility would be 
the same as in kinetic, physical combat (“I don’t 
kill your civilians, you don’t kill mine.”) Much of 
the debate here surrounds “do-ability” and techni-
cal obstacles to controlling effects of different cyber 
attacks (for example, cascading network failures). 
While attackers certainly have obligations to be 
concerned about these, the laws of war have always 
involved cooperation from potential victims to 
minimize damage as well. Hospitals and medical 
personnel must identify themselves if they want 
non-combatant immunity, for example. Promoters 
of cyber norms in this area might improve their 
prospects, then, with a multipronged approach: 
They could focus both on ensuring military target-
ing plans with an eye to ensuring civilian safety, 
but also on civilian planning to minimize entan-
glement with potential military targets. Protocols 
to share information about civilian systems and 

reduce opacity about them might also enhance 
compliance and, again, would very much conform 
to extant norms in physical space.12 

Norms supporting Internet freedom will also 
present obstacles. At a basic level, efforts to secure 
the Internet are likely to involve some kind of 
regulations, limits and control. How national 
governments define “cyber security” and how 
they implement those understandings could thus 
place limits on online freedom of expression, 
and so create conflict over basic Internet norms. 
Opposing interpretations of cyber security by 
the United States and authoritarian governments 
such as Russia and China, mentioned earlier, are 
just one example. Disagreements will also sur-
face between the American vision and that of 
our closest allies who exercise greater limits on 
free speech.13 The United States, for example, did 
not sign the Additional Protocol to the European 
Convention on Cybercrime even though it ratified 
the convention. The Additional Protocol sought to 
harmonize domestic laws by making online racist 
and xenophobic acts a criminal offense, which the 
United States found to be contradictory to U.S. 
constitutional guarantees of free speech.14 Such 
differences may make it difficult for norm promot-
ers to achieve clarity about cyber security norms. 
Successful efforts to disseminate norms that 
comport with U.S. values must clearly distinguish 
efforts to secure basic infrastructure and networks 
from efforts to censor or control access to Internet 
content (to which the United States objects). 

Attempts to align norms about Internet freedom 
with corporate business practices will be difficult 
as well, given the potential economic tradeoffs 
involved. Asking information technology com-
panies to ignore foreign government requests for 
Internet user data could result in suspension or 
revocation of those companies’ licenses, cutting 
off their access to those markets. “Do-ability” 
could thus be a big challenge for Internet freedom 
norms in an authoritarian state such as China, 



America’s Cyber Future
Security and Prosperity in the Information AgeJ U N E  2 0 1 1

100  |

which has eclipsed the United States as the world’s 
largest Internet market with more Internet users 
than there are U.S. citizens. Some companies have 
already taken it upon themselves to articulate 
codes of conduct for responding to information 
requests and protecting their users, but these 
efforts need to be broadened and include more 
corporate stakeholders. Proactive steps from the 
private sector could also help give them some flex-
ibility and leverage when negotiating with foreign 
governments. The fact that these companies are 
employing these practices on their own, for busi-
ness reasons and not at the request of the U.S. 
government, could help insulate them from claims 
by authoritarian regimes that these companies are 
merely agents of U.S. statecraft. A private sector-led 
negotiation about business norms in cyberspace 
would therefore be a logical track to pursue.
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From its start as a mechanism for academic 
exchange, through the growth of e-commerce 
and bottom-up cultural productions, the Internet 
has become an essential component of a well-
functioning modern society. However, as its utility 
and ubiquity have grown exponentially, so too have 
the vulnerabilities that it has created. Companies, 
individuals, governments and nongovernmental 
organizations at the local, national and interna-
tional levels have fallen victim to cyber attacks. 
The issue of where actors should turn for protec-
tion and redress from these attacks is extremely 
complex and raises the question: Who and what 
governs cyber security?1 

Much of the relevant literature is hampered by the 
misconception that the problems of cyber security 
governance are so unique and unprecedented as 
to require entirely new solutions and structures. 
This view stems from addressing it as strictly a 
“cyber” problem rather than a problem of “gov-
ernance.” Further, there is a general perception 
that the Internet presents a materially different 
set of problems because its use has come about so 
quickly and broadly and outpaced existing gover-
nance structures that have not adapted adequately 
to its challenges. However, one thing is clear 
– cyber systems are technologies. Like all widely-
used technologies, such as the telephone and the 
automobile, cyber systems are less a radically new 
problem in search of a radical new solution and 
more a set of complex and interrelated issues best 
addressed through an existing matrix of govern-
ing structures. 

As such, the most expedient and effective way to 
address cyber security governance is to first take 
stock of existing and available governance tools 
and structures. Significant national, regional 
and international governance structures – both 
formal and informal – can be used to provide 
cyber security governance are already in place. 
By identifying the most capable among these, 
governments and other actors can determine how 
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best to direct their attention and resources, where 
to broaden the role of existing structures and 
whether to create new structures.

As nations build their cyber security capabilities, 
it will become apparent that international efforts 
will need to supplement national solutions. After 
all, the Internet is international in nature. Multiple 
international fora and organizations exist as venues 
for discussions of the challenges that nations face, 
and foster the development and coordination of 
strategies to address them. To determine which 
fora and organizations are best suited to address 
cross-border cyber security concerns, a thorough 
evaluation of core competencies is necessary, 
including an assessment of how well these groups 
build and enforce norms and rules. 

Importantly, the private sector must take a leadership 
role to help establish effective strategies for address-
ing cyber security governance and capacity building 
at every level, nationally and globally. This is not 
only because the private sector owns the vast major-
ity of Internet infrastructure, but also because the 
private sector has unique expertise, experience and 
capabilities (in many instances more advanced than 
governments) to develop effective policies and to cre-
ate efficient market-based solutions wherever possible. 

This chapter proceeds as follows. First, we discuss 
broadly what nations are doing presently to enhance 
cyber security and why their efforts necessitate 
international engagement. Section two examines 
a number of significant international groups that 
address cyber security, describes their current roles 
in cyber security governance and provides some 
analysis of their strengths. Section three outlines a 
framework for building cyber security governance 
through a systemic analysis of core competencies 
and an evaluation of norm building and enforce-
ment capabilities. Section four addresses the role of 
the private sector, especially how and where it 
should become more engaged in cyber security poli-
cymaking. Finally, we offer some closing thoughts.

what Nations do and where they Fall Short
National governments undoubtedly have the most 
direct power over cyber security governance, and 
they express and implement this power in many 
ways. While this power can be vast, it is also lim-
ited, not only by the international architecture of 
the Internet but also by the breadth and depth of 
each nation’s cyber security capabilities.2 

National cyber security policy is typically 
expressed through three main vehicles: domestic 
Internet policy, the development of offensive and 
defensive cyber military capabilities and interna-
tional diplomacy. Given the global nature of the 
Internet, the approaches taken by different govern-
ments in each of these areas – reflecting to some 
extent their national political ideologies and policy 
agendas – can affect international debates over 
cyber security governance directly.

domeStiC poliCy 
To the extent that national governments have 
efficient and effective national cyber security strat-
egies, they can improve domestic and global cyber 
security by building the capacity of their existing 
governing structures to limit the spread of cyber 
attacks and the damage they cause. Toward that 
end, many countries are designing and implement-
ing national cyber security strategies to coordinate 
their internal security efforts and develop effective 
tools. For example, one of the primary chal-
lenges identified by President Obama’s May 2009 
cyberspace policy review is the lack of a uniform 
understanding of the authority and mandates of 
the various executive agencies that have a role in 
strengthening and managing U.S. cyber security 
policy.3 In response, the executive branch took 
steps to prioritize the building of cyber security 
capacity and organized various agencies to imple-
ment cyber security policy. A cyber security 
coordinator position was created at the White 
House and executive departments were empow-
ered to strengthen their capabilities. However, 
without clear mandates, agency turf battles arose 
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and separations between domestic and defense 
approaches to cyber security became more attenu-
ated. In an effort to clarify jurisdictional mandates 
and roles, Congress has introduced multiple 
legislative initiatives, including some that seek 
comprehensive solutions. However, there too, 
jurisdictional issues have stalled efforts, and the 
complex, crosscutting and international nature 
of the Internet has complicated the establishment 
of clear governance prescriptions and the passage 
of comprehensive legislation. While it is widely 
agreed that some measure of increased central 
coordination of federal cyber security efforts is 
needed, the U.S. government should ensure that it 
makes full use of existing governance structures, 
agencies and powers to bolster cyber security 
capacity until a unified strategy is enacted. 

Beyond improving central coordination of national 
cyber security efforts, one of the most significant 
areas of domestic policy to affect international 
cyber security governance is the enforcement, 
or lack thereof, of criminal laws regarding cyber 
malfeasance. For example, in 2000, the Philippines 
Department of Justice dropped charges against the 
creator of the “ILOVEYOU” virus, even though 
it caused billions of dollars of damage, because 
existing criminal laws in the Philippines did not 
apply to computer hacking. Today, the United 
States and many other countries are signatories to 
the Council of Europe Convention on Cybercrime, 
an international treaty that seeks to harmonize 
international laws on cyber crime and to promote 
international cooperation. Without effective cyber 
crime laws, cyber attackers might escape prosecu-
tion by basing themselves in countries that do not 
punish or extradite for their offenses.

developmeNt oF oFFeNSive ANd deFeNSive 
CyBer militAry CApABilitieS 
Another vehicle through which nations build cyber 
security capacity and develop its governance is under 
the rubric of cyber defense and warfare. The United 
States has bolstered its capabilities through the 

creation of the U.S. Cyber Command, which unifies 
many of its offensive and defensive cyber activities. 
In doing so, it has created a clearer structure to not 
only protect U.S. defense structures and information 
systems, but also to streamline policy and engage 
foreign partners. Other nations have also built and 
consolidated their defensive and offensive cyber mili-
tary capabilities. The United Kingdom’s armed forces 
are seeking to establish a cyber command that would 
both protect domestic interests and have the capabil-
ity to launch counter attacks. China, for its part, has 
aggressively developed its military cyber capabilities 
and has instituted programs to integrate the networks 
and capabilities of its service arms. 

However, the enlargement and consolidation of 
offensive and defensive military cyber security 
capabilities raise two significant problems. The first 
is the dichotomy between domestic and military 
cyber systems. For instance, while Department 
of Defense’s (DOD) Cyber Command chief, GEN 
Keith Alexander, has stated that the military 
intends to rely heavily upon civilian agencies and 
industry to protect non-military national cyber 
resources, the United States may be too starkly 
dividing coordination of securing civilian and 
military assets. Such a division could lead to 
confusion and, in turn, burden the private sec-
tor by forcing it to expand significant efforts to 
meet parallel requirements. Some policies that the 
Cyber Command may institute to secure the broad 
military industrial complex may create overlapping 
cyber security requirements for the private sector, 
especially critical infrastructure and industries 
that service such infrastructure. Understanding 
this potentially significant problem, the DOD and 
the Department of Homeland Security (DHS) 
recently signed a memorandum of agreement to 
begin to bridge current overlaps and to deal with 
potential future redundancies.4 However, tensions 
will inevitably arise as the military’s cyber systems 
rely on classified networks that must also be safe-
guarded by private industry. 
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A second problem arising with the growth of 
military cyber capacity is the creation of new and 
greater insecurities. Governments are develop-
ing the offensive and defensive capabilities to 
launch or repel large-scale cyber attacks directed 
at national critical infrastructure through their 
cyber warfare programs. Some in the media have 
speculated about potential military or intelli-
gence origins of prominent cyber attacks, such 
as the Stuxnet virus, and the 2008 cyber attacks 
on websites in the nation of Georgia.5 As nations 
and rogue actors build their offensive capabili-
ties, traditional military dangers loom that much 
larger given the broad dependence that countries 
have on the Internet. A cyber war could have 
catastrophic consequences. Given the relative 
ease with which attacks can be taken through the 
Internet without attribution, actions by non-state 
actors could easily trigger state-to-state escalation 
under false pretense. Thus, nations should seek 
international agreements that would constrain 
offensive action. The rhetoric of cyber defense is 
prominent in international debates about cyber 
security, and military research and priorities are 
likely to continue to drive cyber security develop-
ment as well as insecurities.

iNterNAtioNAl diplomACy 
Domestic and military efforts contribute to build-
ing cyber governance (though not always), but 
they are insufficient for solving what is essentially 
a global problem requiring global engagement 
and global solutions. Because enjoyment of the 
full economic and cultural benefits of the Internet 
necessitates a certain level of openness, the risk of 
cross-border cyber attacks is impossible to elimi-
nate. Even mitigating this risk requires some level 
of international coordination. 

National governments can play a key role in cyber 
security governance through their diplomatic efforts. 
They make up the membership of various inter-
governmental organizations in which policy issues 
are discussed, norms are created and international 

agreements are struck.6 Participation and advocacy 
in these organizations is a primary mechanism for 
national governments to shape the development of 
international cyber security governance. 

Different countries focus on international cyber secu-
rity diplomacy to varying extents and with divergent 
goals. For example, Russia has sought agreement on 
an international treaty on cyber warfare for years. 
In the United States, the Obama administration 
stated its goals in the Cyberspace Policy Review, 
and called for an increased focus on working with 
other countries to address the challenges of network 
security.7 The State Department is addressing impor-
tant international cyber issues, and it has established 
a coordinator for cyber issues who is leading the 
department’s cyber security initiatives and acting as a 
primary liaison to the White House.8 

While nations are beginning to take useful steps 
to engage on cyber security matters interna-
tionally, for the most part these efforts remain 
embryonic and insufficient in light of the global 
dependencies and vulnerabilities that the Internet 
has engendered. Given such vulnerabilities, it 
is important that nations take stronger action 

Because enjoyment of the full 

economic and cultural benefits 

of the Internet necessitates 

a certain level of openness, 

the risk of cross-border 

cyber attacks is impossible to 

eliminate. Even mitigating 

this risk requires some level of 

international coordination.



|  109

internationally. However, determining where 
to turn for international answers and solutions 
requires serious reflection. 

the roles of international entities
Despite the best efforts of national governments to 
address cyber security domestically, the global and 
diffuse nature of cyber threats necessitates inter-
national coordination.9 International coordination 
can take many forms, including bilateral agree-
ments between nations; informal working groups 
composed of public, private and academic thinkers; 
and formal multilateral agreements on interna-
tional policy. To adequately address cyber security, 
it is likely that each of these forms of international 
collaboration will be necessary. 

Much of this work is already underway. The 
problem today is not that there are too few 
international groups involved in Internet policy 
deliberation and/or governance. Rather, efforts 
toward constructing, promulgating and reinforcing 
international cyber security norms are hindered by 
resource inefficiency and lack of clarity regarding 
who is responsible. To efficiently devote resources 
toward norm creation and policy implementa-
tion, it is important to understand the current 
international governance environment. Below 
we introduce two of the more significant types of 
international governance organizations – intergov-
ernmental organizations and international Internet 
technical organizations – and assess their relative 
strengths. 

iNtergoverNmeNtAl orgANizAtioNS
Many intergovernmental organizations (IGOs) 
focus on international cyber security issues. These 
IGOs vary dramatically in their size, subject matter 
expertise, authority and perceived legitimacy. They 
range from global treaty-based organizations with 
broad mandates, such as the United Nations, to 
fora for discussing regional economic and political 
issues with no formal policymaking authority, such 
as Asia-Pacific Economic Cooperation (APEC). 

Intergovernmental organizations bring officials 
from different nations together to discuss conflict-
ing policies and practices, and to craft strategies for 
possible domestic and transnational implementa-
tion. These organizations also provide a forum for 
the production and dissemination of research.

Similar to struggles on the national level, cyber 
security policymaking by IGOs has suffered from 
a lack of clarity with respect to the appropriate 
authority and expertise among the various orga-
nizations. Because the development of Internet 
technology and the Internet economy has broad 
application and relevance, many different organi-
zations have launched cyber security initiatives. In 
some cases the efforts are complementary in that 
they address different aspects of the issue or focus 
upon different regions. However, in other cases, 
the efforts of these groups are redundant or even 
conflicting, with jurisdictional struggles or politi-
cal differences among the groups. To give a sense 
of the spectrum of the work already underway, 
in Table 1 we briefly identify a number of IGOs 
that are addressing cyber security policy, discuss 
examples of how they approach the issues and offer 
some observations about the respective strengths 
of each organization.

iNterNAtioNAl iNterNet teChNiCAl 
orgANizAtioNS (iitoS)
Management and development of the Internet’s 
technical protocols, standards and processes are 
conducted largely through a number of inter-
twined international nonprofit corporations and 
organizations such as the Internet Corporation 
for Assigned Names and Numbers (ICANN), the 
Internet Engineering Task Force (IETF), and the 
World Wide Web Consortium (W3C). The mem-
berships of these groups are primarily made up 
of researchers and scientists from the academic, 
private and public sectors. Although some of these 
groups evolved out of U.S. government-led proj-
ects, they are independent and strive to represent 
multinational stakeholders. 
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tABle 1: Survey oF iNtergoverNmeNtAl orgANizAtioNS

igos memBerShip goverNANCe/ 
legAl 

Authority

CyBer SeCurity 
ACtivitieS

StreNgthS

United 
Nations 

The U.N. has 
192 member 
states, including 
nearly every 
recognized 
sovereign 
nation in the 
world.

An international 
treaty-based 
organization 
with legal 
authority in 
matters of 
international 
security and 
an important 
consensus-
building 
function on a 
wide range of 
international 
policy issues.

U.N. reports have 
addressed cyber crime, 
such as the July 2010 
report and recommenda-
tions on “Developments 
in the Field of Information 
and Telecommunications 
in the Context of 
International Security.”

The U.N. organized the 
World Summit on the 
Information Society that 
resulted in nonbinding 
agreements on cyber 
security and created the 
Internet Governance 
Forum.

The U.N. is unique 
among IGOs in 
the scope of its 
international 
participation and 
mandate. The U.N. 
has an extremely 
broad membership 
and a high level 
of international 
legitimacy 
that makes it 
a useful forum 
for generating 
multinational 
consensus on 
high-level policy 
matters.

International 
Telecomm-
unication 
Union (ITU)

The 
International 
Telecommun-
ication
Union is an 
affiliate of the 
U.N. 

It also allows 
for participa-
tion of industry 
and private 
individuals.

A treaty-based 
organization 
involved in 
coordination 
and policymak-
ing related 
to issues of 
international 
telecommuni-
cations.

The ITU has identified 
“five pillars” in its Global 
Cybersecurity Agenda: 
legal measures, technical 
and procedural measures, 
organizational structures, 
capacity building 
and international 
cooperation. 

The ITU is also addressing 
cyber security through its 
standards development 
work. 

Because of its 
well-established 
structure, 
technical expertise 
and broad 
experience with 
communications 
issues, the ITU is 
likely to have a 
significant role in 
future international 
cyber security 
policymaking.
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igos memBerShip goverNANCe/ 
legAl 

Authority

CyBer SeCurity 
ACtivitieS

StreNgthS

European 
Union (EU)

The EU is 
a group of 
27 member 
states.

A governing 
body with 
authority to 
enact binding 
policy on 
issues of trans-
European 
economics, 
environmental 
protection, 
consumer 
protection, 
social justice 
and other 
matters.

The EU has passed 
relatively rigorous 
directives on electronic 
commerce, data 
protection and 
privacy and electronic 
communications.

The EU’s “Digital Agenda 
for Europe” includes 
trust and security as a 
main policy pillar for 
development over the 
next ten years.

The EU’s institu-
tional strength lies 
in its ability to create 
uniform policy across 
its membership 
through the adoption 
of binding legisla-
tion on issues within 
its subject matter 
jurisdiction. 

Although the EU’s leg-
islative power extends 
only to its member-
ship, as a result of the 
global importance of 
the European market, 
EU policies have sig-
nificant influence far 
outside the borders of 
the EU.

Council  
of Europe

The Council 
of Europe 
includes 
47 mostly 
European 
member 
states and 
five observer 
states.

A forum that 
works through 
multilateral 
agreements 
and 
conventions 
that must be 
ratified as 
treaties and 
implemented 
by national 
signatories.

The Council of Europe 
Convention on 
Cybercrime is one of the 
most comprehensive 
multilateral agreements 
attempting to establish 
uniform laws prohibiting 
criminal activity on the 
Internet. However, of 
the 46 signatories, 17 
countries have failed 
to implement the 
agreement domestically.

The Council of 
Europe Convention 
on Cybercrime offers 
a useful model of one 
type of multilateral 
agreement that 
could be of use 
in implementing 
a consistent 
international 
approach to cyber 
security governance.
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igos memBerShip goverNANCe/ 
legAl 

Authority

CyBer SeCurity 
ACtivitieS

StreNgthS

Organisation 
for Economic 
Co-operation 
and 
Development 
(OECD)

The 
Organisation 
for Economic 
Co-operation 
and 
Development 
includes 34 
member states 
from across 
the globe.

A forum 
focused on 
producing 
research and 
developing 
policy recom-
mendations 
primarily con-
cerned with 
economic and 
social issues. 
OECD initia-
tives can lead 
to agreements 
among mem-
ber countries.

Cyber security has been 
an important part of the 
OECD’s work regarding the 
Internet for many years. 
These issues were a primary 
focus at the OECD ministe-
rial meeting on The Future 
of the Internet Economy 
held in June 2008 in Seoul 
and the resulting 
“Seoul Declaration for 
the Future of the Internet 
Economy.”

The OECD is widely 
respected as a 
thought-leader, 
producer of quality 
analysis on a variety 
of issues, and forum 
for the generation of 
consensus on high 
priority issues of 
international policy. 
Although the OECD 
does not create 
binding rules, its 
work is likely to play 
an important role 
in helping govern-
ments, IGOs and 
the private sector 
identify more clearly 
issues and policy 
options to create and 
enforce norms.

Asia-Pacific 
Economic 
Cooperation 
(APEC)

APEC is a 
forum com-
prised of 21 
member econ-
omies with 
Pacific Ocean 
coastlines.

A forum for 
discussion of 
economic and 
social issues 
and the devel-
opment of 
policy recom-
mendations 
for its member 
economies.

APEC’s Telecommunications 
and Information Working 
Group in its 2010-2015 
“Strategic Action Plan” identi-
fied as a key priority the need 
to “Promote a Safe and Trusted 
ICT Environment.” It intends 
to accomplish this through 
the promotion of effective 
policies, information sharing, 
technical cooperation, increas-
ing cyber security awareness 
and collaboration with the 
Internet technical community 
and private sector.

APEC has his-
torically had some 
success in devel-
oping consensus 
amongst its mem-
bers on high-level 
policy principles 
that can form the 
basis for further 
discussions among 
and within mem-
ber economies.
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Authority

CyBer SeCurity 
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StreNgthS

The North 
Atlantic 
Treaty 
Organization 
(NATO)

NATO is 
comprised of 
28 member 
countries.

A treaty based 
organization 
primarily 
designed for 
the collective 
defense 
and military 
cooperation 
of member 
nations.

In November 2010, NATO 
adopted a new “Strategic 
Concept” to serve as the 
organization’s roadmap 
for the next decade and 
includes cyber defense as 
a key component.

NATO has 
resources and 
expertise that will 
make it impor-
tant for efforts 
to develop inter-
national cyber 
defense capa-
bilities. NATO will 
continue to play a 
“front line” role in 
defending alliance 
members against 
potential cyber 
attacks and in 
researching and 
developing new 
innovations in 
cyber defense.

Organization 
for Security 
and 
Co-operation 
in Europe 
(OSCE)

The 
Organization 
for Security and 
Co-operation 
in Europe is 
comprised of 
56 member 
nations; OSCE 
has global 
membership 
despite being 
Europe-
focused.

The world’s 
largest regional 
security 
organization, 
offering a forum 
for political 
negotiations 
and decision-
making in 
the fields of 
early warning, 
conflict 
prevention, 
crisis 
management 
and post-
conflict 
rehabilitation.

The OSCE has held a 
number of forums and 
workshops designed to 
find a common approach 
to enhance cyber security 
among its members.

OSCE is Europe-
focused, but 
has a global 
membership with 
a specific focus on 
security issues.
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Some nations have questioned the legitimacy of 
the IITOs over the years. Much of this criticism 
stems from a perception of close ties between 
these Internet technical groups and the U.S. 
government. Although each of these groups now 
purports to operate independently of any one 
government, until recently many of these orga-
nizations were indeed closely tied with, or even 
a part of, the U.S. government. For example, the 
Internet Architecture Board (IAB) and the Internet 
Assigned Numbers Authority (IANA) both ini-
tially grew out of formal initiatives of the U.S. 
military’s Defense Advanced Research Projects 
Agency (DARPA).10 Similarly, ICANN originally 
operated under a direct contract with the U.S. 
Department of Commerce. 

Assessing institutions for Cyber Security 
governance
International cyber security policymaking and 
governance is taking place in a multitude of venues 
(many of which are listed above) by a variety of 
parties, often with little cooperation among them 
or even awareness of each other. The lack of juris-
dictional clarity and sufficient coordination means 
resources are being used inefficiently and parties 
with conflicting agendas are more often focusing 
their efforts on organizations that are sympathetic to 
their views, rather than engaging in the harder work 
of finding international consensus. Much of the lit-
erature on building international consensus focuses 
upon the unique challenges and complexities posed 
by cyber security, and some observers assert that 
new international structures are needed to properly 
manage cyber security efforts.11 Although there is 
value in considering new organizational structures 
and policy regimes before committing to such a 
task, it would be more fruitful to fully examine 
existing institutional structures first.

ideNtiFyiNg iNterNAtioNAl ForA For 
AddreSSiNg CyBer SeCurity iSSueS
The international cyber security community 
should streamline its efforts and maximize the 

efficient use of its resources by identifying the most 
effective entities or groups in each of the sectors 
discussed above and supporting and/or expanding 
their actions. The goal is to identify those fora and 
participants that are best suited to host and lead the 
deliberations necessary to reach consensus, and to 
develop and enforce norms regarding the various 
aspects of cyber security. To achieve this goal, the 
fora and organizations selected must not only have 
sufficient expertise and capability for norm cre-
ation, but must also be perceived as having sufficient 
legitimacy by the international community. Cyber 
security should not be seen as a new, unique prob-
lem that calls out for a single grand solution; rather, 
international policymakers and others should look 
at various international organizations to determine 
those with the requisite expertise and jurisdiction to 
address specific cyber security issues. 

Although a complete analysis of the various 
actors and organizations is outside the scope 
of this chapter, it is instructive to consider the 
sort of characteristics upon which this analysis 
would focus. Thus, for example, the International 
Telecommunication Union (ITU) has significant 
experience and expertise in managing network 
interconnection and technical issues, facilitating 
negotiations among sovereigns with occasionally 
competing interests, and formulating international 
policy. It also has experience with setting techni-
cal standards. These competencies would benefit 
the ITU in developing certain technical procedures 
and facilitating information sharing among actors 
in different nations. Moreover, as an affiliate of the 
U.N., the ITU’s recommendations and resolutions 
are often highly persuasive to member countries. 
However, the ITU is a consensus-driven organiza-
tion that often operates through smaller working 
groups, and the views expressed in certain situations 
may not always reflect those of each of its members.

The ITU also has no mandate in the area of crimi-
nal law or policy. As discussed above, currently the 
Council of Europe’s Convention on Cybercrime 
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iitos StruCture AreAS oF 
reSpoNSiBility

StreNgthS CritiCiSmS

ICANN Nonprofit 
Corporation

Manages core 
Internet functions 
including Internet 
protocol (IP) 
addresses and the 
Domain Name 
System.

Centrality to Internet 
functionality and 
long track record.

Historic ties to U.S. 
government.

ISOC Nonprofit 
Corporation

“Organizational 
Home” for 
various Internet 
management groups 
(IAB, IETF, IRTF and 
others).

Recognized authority 
and influence due to 
long-running, clear 
leadership.

Little direct norm 
setting ability, acts 
through its sub-
organizations.

IETF Collaborative 
Forum of 
Volunteers

Develops and 
improves core 
technologies, 
standards and 
protocols.

Recognized technical 
leadership.

Builds technical 
independence, 
but avoids policy 
influence.

IRTF Collaborative 
Forum of 
Volunteers

Identifies areas for 
future research and 
development.

High-level focus 
and industry 
independence allows 
freedom to assess 
broad initiatives.

Competes with IGOs 
and other bodies for 
influence over policy 
direction.

W3C Collaborative 
Committees

Focuses on technical 
development of 
web standards (e.g., 
HTML, CSS).

Specialization in 
specific standards 
enables recognized 
expertise and control 
of key standards.

Narrowly focused 
on World Wide 
Web issues, may 
feel competitive 
pressures from other 
standards.

iCANN: The Internet Corporation  
for Assigned Names and Numbers
iSoC: The Internet Society

ietF: Internet Engineering Task Force
irtF: The Internet Research Task Force
w3C: The World Wide Web Consortium
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is one of the best multilateral agreements on the 
issue, however it has not been fully endorsed by 
the international community. Other groups within 
the U.N. and, importantly, other non-U.N. orga-
nizations have more experience and expertise in 
addressing issues of international law and may be 
more appropriate fora for discussions of normal-
izing national cyber crime laws. However, even 
some of the most successful efforts at establishing 
uniform international criminal systems, such as 
the International Criminal Court, have not been 
uniformly accepted. Thus, even as norms are 
developed on a broader international level, it is 
likely that real progress in this area will, to some 
extent, require regional consensus building as well 
as active bilateral work and agreements.

For their parts, ICANN, ISOC, IETF and many 
other international Internet technical orga-
nizations have in-depth understanding of the 
architecture and protocols of the Internet. 
Participation by these types of organizations will 
be essential to any international policymaking that 
emphasizes technical solutions to cyber security 
through enhanced security protocols or network-
based authentication. These organizations have 
experience in international collaboration and hold 
tremendous technical expertise. However, they lack 
any formal lawmaking ability on either a national 
or international level (in fact they often have 
difficult and unclear relationships with govern-
ments), and, as previously indicated, distrust of the 
organizations by some nations could prevent them 
from making and enforcing any unilateral policy 
determinations going forward. As such, it may be 
useful for such organizations to serve as informa-
tional resources for other organizations that have 
the ability to implement more binding norms and 
policies, or as expert participants in policymaking 
activities located elsewhere. 

ASSeSSiNg Norm CreAtioN ANd eNForCemeNt
Following an assessment of core competencies, 
an analysis should be made of an institution’s 

ability to create, disseminate and then enforce 
cyber security norms. We have created a basic 
graphical presentation of how to do this (see 
Figure 1). This graphical technique plots an 
institution’s “international norm setting abil-
ity” against its ability to create enforcement 
mechanisms for those norms, which can help 
illustrate the comparative advantages of utiliz-
ing one institution over another, or choosing one 
institution as a vehicle for norm formulation and 
consensus and another for norm enforcement. 

We have not attempted to perform an actual insti-
tution-by-institution analysis, rather we explore 
a broad-based generic analysis for demonstra-
tional purposes. As Professor Martha Finnemore 
explores in chapter six of this volume, creat-
ing and cultivating norms in the cyber security 
realm presents unique challenges that will drive 
the analysis of these groups and will involve the 
consideration of many factors beyond the scope of 
our presentation here. 

In assessing this analysis, it quickly becomes 
apparent that there is a spectrum across which 
the groups will fall ranging from those that have 
strong norm setting ability, but little enforcement 
power, to those with powerful norm enforce-
ment capabilities, but less ability as an institution 
to inject those norms into international policy 
deliberation. Effective international cyber security 
governance will require the generation of both 
high level and specific behavioral norms that are 
widely accepted as legitimate. This process will 
demand contributions from parties with sig-
nificant experience, knowledge and expertise in 
managing both the technical and political sides 
of Internet governance. Finally, in many cases, 
norms and discursive fora will be insufficient, and 
binding national level law will be necessary. We 
believe this shows that multiple institutions will 
each have a role in future norm setting and adop-
tion activities. 
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the role of the private Sector  
and market Behavior
the privAte SeCtor
Private sector actors affect cyber security policy 
and practice domestically and globally in a variety 
of ways, including through their primary busi-
ness activities, actions as market participants, and 
partnerships with and outreach to national and 
international organizations.

For many reasons, private enterprises have always 
been on the front lines of network security battles, 
although their important role has sometimes 
been minimized by government and the technical 
community. The role of the private sector regard-
ing cyber security issues is critical and obvious as 
commercial network operators, software develop-
ers and equipment manufacturers have detailed 

firsthand knowledge of and influence over the 
nature and extent of cyber threats in real time. 
Combating cyber threats is a 24/7 activity for 
network operators who are constantly monitoring 
individual instances of suspicious activity as well 
as wider trends on the network.12 The majority of 
cyber attacks exploit vulnerabilities in software 
applications or operating systems. As such, private 
sector entities work constantly to respond to the 
latest threats and disseminate patches and fixes. 
It is not an exaggeration to say that the fact that 
we have a usable Internet at all is a testament to 
the continuous effort of a global private sector 
community.

It is important to recognize that the private sector 
plays a vital role regarding building cyber security 
capacity by helping to find technical solutions and 
providing governments and IGOs with needed 

Figure 1: iNStitutioNAl iNterNAtioNAl Norm SettiNg ANd eNForCemeNt CApABilitieS
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public policy inputs, as well as by exploring creative 
and innovative market-based solutions. Network 
operators have begun the process (particularly 
through next generation networks) to improve 
security through various contractual activities. 
Using their vendor contracts and through the terms 
and conditions of their partnership and customer 
agreements, on the one hand, network operators 
can demand assurances and reserve rights that help 
them to prevent, identify and address cyber security 
vulnerabilities on their networks, while on the other 
hand offering (as they increasingly do already) vari-
ous security options to their customers. 

Even outside the technology and communications 
sectors, enterprise consumers have the potential 
to have a significant impact on cyber security 
development through these types of market-
based activities. For example, financial services, 
health care and utility operations often demand 
networks that have greater security than is oth-
erwise generally available. As these more secure 
networks become widely available, they can also 
become easier and less expensive for consumers to 
access. As a result, by virtue of their size and buy-
ing power, major enterprise consumers have the 
ability to demand certain warranties and protec-
tions that can have the effect of improving overall 
security for the entire network, including those 
services that are made available to the public. As 
an increasing amount of sensitive information is 
transmitted online, consumers are beginning to 
perceive the added value of enhanced security pro-
tections as well. Many consumers will be willing to 
pay a premium for the knowledge that the network 
operator is conducting additional active monitor-
ing and has demanded a certain level of security 
from its underlying vendors. As this trend grows, 
content, application and service providers that are 
eager to gain access to the higher-end consumers, 
will conform their operations with the culture of 
increased security. In the near future, it will likely 
be commercially beneficial for Internet service 

providers to compete for market share not only 
based on price and speed, but also on security. 

Market-based responses to cyber security chal-
lenges are also promoted by the participation of 
the private sector in various public-private part-
nerships and technical development efforts. The 
U.S. Department of Homeland Security has drawn 
upon significant private sector input in develop-
ing its National Infrastructure Protection Plan, 
which has focused on strengthening preparedness 
and improving responses to attacks against criti-
cal infrastructure and key resources, including in 
the communications and information technology 
sectors.13 Moreover, in conjunction with public 
sector and academic representatives, private sector 
subject matter experts and researchers participate 
actively in the management and operations of the 
various Internet technical groups discussed above. 
Experts from major network infrastructure and 
application development companies have chaired 
working groups at organizations like IETF and 
W3C focused on developing more secure protocols 
for the Web and the Internet as a whole.

Finally, one of the most important ways that 
the private sector contributes positively to cyber 
security governance is through direct interac-
tion with policymakers. Through participation in 
workshops, committees, hearings, consultations, 
rulemaking proceedings and the like, private sec-
tor entities are able to share their expertise and 
unique perspective with a broad range of public 
policymakers. This function is particularly well 
developed in places like the United States, where 
there is a strong administrative law tradition of 
public participation in policymaking through 
industry advisory groups, notice and comment 
rulemaking, and open, transparent proceedings.14 

influencing Cyber Security development 
through market Behavior
Both the private and public sectors have the 
potential to wield influence over cyber security 
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policy indirectly through their procurement and 
other commercial activities. In addition to its more 
traditionally governmental actions, the United 
States and other governments can use their status 
as market participants to influence cyber secu-
rity policy development. For example, as a large 
purchaser of technology, security requirements set 
by U.S. government procurement policies have the 
potential to become standardized for inclusion by 
other consumers, giving the government the ability 
to guide and direct industry developments in ways 
that would not be possible through legislation or 
regulation. To illustrate, DOD’s Trusted Foundry 
program certifies potential providers of computer 
chips based upon the security of their manufactur-
ing operations. The department has also supported 
the development of a Trusted Technology Forum to 
promote best practices in technology supply chain 
security, and DOD procurement standards for data 
encryption have become the benchmark against 
which all advanced encryption tools are measured. 
This is similarly true for major enterprise and 
institutional consumers. As mobile handset manu-
facturers seek to access the lucrative business user 
market with consumer devices, enterprise security 
requirements like remote wipe and on board data 
encryption are increasingly becoming standard.

Because contracts are “private law” (i.e., the gov-
erning relationship between parties) regarding the 
matters covered by the contractual relationship, 
they are an important and powerful adjunct to 
traditional governmentally-determined governance 
structures such as public laws and regulations. In 
the case of cyber security, private contracts that 
address the requirements and expectations of 
parties – both private parties (including individu-
als) as well as governments as purchasers – can be 
powerful and flexible tools.

Government policymakers should strive to under-
stand and take advantage of the ways in which 
contractually driven policymaking can usefully 
supplant more formal regulatory and legislative 

processes. Carefully tailored contracts that influ-
ence or govern behavior can often be more flexible 
and nuanced than broad public law edicts. For 
example, a federal agency, through carefully 
crafted agreements, may be better able to promote 
cyber security best practices in very technical and 
specific circumstances. Furthermore, to be effec-
tive, cyber security must be nimble, and contracts, 
which can be amended, are much better able to 
keep pace with technology than are regulations. 
Policymakers may also find that private sector 
entities are more willing to commit to take impor-
tant actions or to share sensitive information in 
the context of a private agreement rather than 
through precedent-setting rulemaking or legisla-
tion. Ultimately, the final security product is likely 
to be superior when developed through a private 
law agreement specific to the parties and issues at 
hand, rather than through more general rulemak-
ing or statutory obligations. 

Private sector and government purchasers should 
focus on identifying additional or new opportuni-
ties to leverage their market positions to demand 
security improvements in the technology products 
and services they procure. A growing body of 
research is emerging that suggests possibilities for 
government and enterprise purchasers to demand 
security assurances be taken by their providers of 
hardware and software components, and their own 
preceding suppliers.15 Although by all accounts 
these so-called “supply chain security” techniques 
have substantial challenges yet to overcome, the 
potential impact is too great to dismiss.

Because of the variety of cyber threats, oftentimes 
the promulgators of system vulnerabilities are 
insulated from the economic consequences of their 
security lapses as the financial and reputational 
costs of the breaches are pushed downstream 
to other entities. Through creating a culture of 
marketing and acquiring products based upon 
security features, experimenting with new types 
of commercial and payment arrangements, and 
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demanding more robust warranties and assurances 
from their business partners and vendors, pri-
vate sector marketplace actors can begin to create 
economic incentives for actors to internalize their 
security costs before vulnerabilities reach market. 
Through this sort of marketplace conduct, major 
corporations can be a force promoting global har-
monization of cyber security policies. 

promotiNg direCt privAte SeCtor 
iNvolvemeNt iN puBliC poliCymAkiNg 
There is a growing need for the direct involvement 
of the private sector in cyber security policy for-
mulation and implementation. The private sector 
has expertise and experience necessary to properly 
educate policymakers, inform public debate and 
partner with national and international govern-
ments in implementing security solutions. There is 
a long history of private sector involvement in the 
development of the protocols, content and services 
of the Internet. Indeed, from the earliest days of 
the Internet, private sector researchers have worked 
alongside government and academic colleagues to 
design and improve upon the architecture of the 
Internet. These efforts must continue. But addition-
ally, private sector subject matter experts need to 
interface with policymakers to ensure that any new 
international cyber security governance regimes 
are consistent with and relevant to the situation 
faced by global companies. Accomplishing this 
will take private sector recognition of the need to 
interact more with governance institutions, and 
a commitment by international organizations to 
facilitate this interaction.

Perhaps more than other nations, the United States 
has experience and comfort with public-private 
partnerships as a means to identify solutions to 
complicated problems. Statutes like the Federal 
Advisory Committee Act and the Administrative 
Procedure Act provide clear structures for partici-
pation by the public in policymaking activities, 
and key government agencies like the Federal 
Communications Commission (FCC), the 

Department of State and the Department of 
Commerce’s National Telecommunications and 
Information Administration rely heavily on private 
sector cooperation and contributions to develop and 
implement policy initiatives. Although the system 
is not perfect, the result is that U.S. technology and 
communications regulation often benefits from a 
clear focus on market realities and a sense by the 
private sector of being invested in the outcomes.

As international cyber security structures develop, 
it will be important that the private sector partici-
pates fully. National governments, IGOs and IITOs 
will need to draw upon private sector knowledge 
and resources to understand the cyber security 
challenges faced and to develop sensible tech-
nological and market-based solutions. For their 
part, private sector organizations cannot afford 
to wait and see how things play out without their 
involvement. The risks are the development of an 
unworkable and ineffective international regula-
tory regime, or perhaps worse, an uncoordinated 
variety of national approaches to cyber security 
that place inconsistent demands on network opera-
tors and technology developers.

Nearly every strategic plan being released and devel-
oped by IGOs now recognizes the need for increased 
engagement of the private sector in the making and 
implementation of policy. However, some nations 
and IGOs still must embrace further the value of 
collaboration beyond merely with state actors.

IGOs and national governments need to exam-
ine their processes and identify mechanisms for 
enhanced private sector participation. Similarly, 
the private sector must also recognize the impor-
tance of participation and seek out opportunities 
to contribute substantively to policy making. The 
private sector should build upon its close coopera-
tion with U.S. governmental bodies like the FCC, 
DHS, Department of State and Department of 
Commerce and engage equally actively in interna-
tional venues. 
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Conclusion 
Governments are just beginning to build internal 
structures to deal with the broad range of vulner-
abilities created by the Internet and cyberspace. 
As they adjust, a focus on existing structures, 
both nationally and internationally, should come 
first. This is important from a national perspec-
tive because starting institutions from scratch has 
many costs and difficulties, and from an interna-
tional perspective because the problem of cyber 
security is truly global. 

As governments turn to international solutions 
they will also need to focus on where and how to 
establish norms that can be effectively enforced. 
To do that, governments should look to the broad 
range of existing international fora and organiza-
tions and determine which are best suited toward 
this end. This will require an evaluation of both 
core competencies and an assessment of how well 
these organizations can build and enforce norms. 
Furthermore, the private sector must have a key 
and central role in building cyber security in exist-
ing organizations and fora and in the creation of 
any new organizations.

Although the analysis recommended by this chap-
ter may be helpful in identifying the appropriate 
fora for cyber security policy formulation, dis-
cussion and implementation, and the roles of the 
relevant parties, it only begins to provide solutions 
to some of the difficult substantive questions that 
will have to be answered before real progress can 
be made. Many of the challenges to implementing 
effective cyber security involve debates about polit-
ical values and social norms and how the Internet 
should reflect them. For example, many parties 
believe that effective cyber security will require 
capacity at some point in the network to identify 
actors and attribute responsibility for attacks, while 
others worry that such technical changes could 
adversely affect privacy. In any event, the underly-
ing technological structure of the network does 
not currently provide this functionality. However, 

by using the framework discussed in this chapter, 
we can begin to determine the appropriate bodies 
to develop the relevant technologies, and which of 
them will ensure the involvement of a broad range 
of stakeholders including national governments, 
the private sector and the technical community.
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By James A. Lewis

W H y  P R I VAC y  A N D  C y B E R  S E C U R I T y 
C L A S H

The Internet diminishes privacy. Perhaps it will 
ultimately destroy it. The effect of digital technol-
ogy on an individual’s ability to control personal 
data raises a serious concern: Does disappearing 
privacy also mean the end of civil liberties? Not 
necessarily. Understanding how to preserve politi-
cal liberties while privacy shrinks is an essential 
task for the digital future.

But privacy has come to mean more than the 
protection of personal data. Jerry Berman, one of 
the pioneering thinkers on the issue of privacy, 
describes the Internet as a “revolutionary force.”1 
Embracing this view, privacy has come to mean 
preserving an unconstrained space for individual 
action and protecting the original sense of unlim-
ited opportunity the Internet seems to offer. 

The expansive definition focuses privacy policy on 
three issues. The first is grounded in the traditional 
understanding of privacy and seeks to limit the 
effect of network technologies on individual con-
trol over personal data, which retains as much as 
possible of our pre-Internet seclusion. The second 
is to reduce or constrain the role of government 
in cyberspace in order to protect civil liberties. 
The third is to safeguard the Internet’s potential 
for innovation. Privacy policy advocates assert 
that these three issues are linked and depend on 
defending an open and free Internet.

Many assumptions underpin these ideas. The 
most problematic are that we can restrict or 
eliminate government involvement in the 
Internet without risk; that anonymity is always 
beneficial; that an open, unsecure Internet is 
crucial for innovation; and that digital tech-
nologies have not eroded earlier conceptions of 
privacy as they have done with so many other 
concepts in business and politics. In looking at 
these assumptions, we must ask if trends in tech-
nology and governance have made some aspects 
of privacy policy obsolete.
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The privacy debate takes place in the context of 
the powerful political effect of digital technologies, 
which are reshaping concepts of allegiance and 
legitimacy – the acceptance by citizens of a govern-
ment’s right to exercise authority over them. These 
changes in turn reshape views of the relationship of 
the state to privacy and civil liberties. Privacy pro-
vides the terms for a larger political debate over the 
role of government, government’s loss of legitimacy 
and the increase in public disillusionment and 
distrust that has marked politics since the 1960s. 
These trends shaped pioneering notions of Internet 
governance and the Internet community’s relation 
to the state. Differing views of authority, econom-
ics and the role of government explain why cyber 
security initiatives so often meet with opposi-
tion from the privacy community and why cyber 
security can be seen as detrimental to civil liber-
ties, innovation and economic growth. The central 
issue in the relationship between privacy and cyber 
security is trust in government. 

Throughout the history of cyber security policy 
there has been a close relationship between the idea 
of the untrammeled Internet – a self-organizing 
community where states have only a limited role 
– and the largely feckless cyber security measures 
the United States has adopted over the last fifteen 
years. Preserving an unconstrained Internet has 
been the primary objective for U.S. policy for the 
three successive U.S. presidential administrations, 
which have all grappled ineffectively with cyber 
security.2 This idea leaves the United States more 
vulnerable than potential opponents who do not 
carry this ideological burden. More importantly, 
it limits the U.S. ability to define problems and to 
identify new solutions. 

Other nations once accepted, without question, the 
pioneering American vision for the Internet: that 
it is borderless; works better without government 
intrusions; and is innately open and free. These 
concepts are now being rejected and replaced. 
New approaches to cyber security require that 

governments extend law, regulation and sovereign 
control into cyberspace. They must develop inter-
national agreements on responsible behavior and 
individual countries or groups of countries must 
adopt active defense measures. 

Even without the incentive of security, many nations 
are eager to assert sovereign control. Cyberspace 
will become like any other global infrastructure, 
with rules and institutions for governance where 
governments play a major and leading role. The risk 
in this extension of sovereignty is that there will be 
increasing challenges to the values of openness, free 
access to information and free speech. The larger 
problem, however, is that the American perspective 
on privacy and Internet governance is unique. The 
United States once dominated the governance of the 
Internet. But that governance is shifting to a global 
community of nations, and so the United States 
must do away with old ideas in order to retain its 
influence to defend core values for the rules, institu-
tions and technologies of the Internet. 

The new approaches to cyber security clash with the 
vision of cyberspace reflected in the work of many 
privacy organizations. Changing attitudes toward 
legitimacy make the connection between the privacy 
community and cyber security complex and largely 
antagonistic. Consider the battle over control of 
encryption software. The fierce battle over encryp-
tion policy shaped the relationship between the 
privacy community and the government and helped 
cast it in decidedly antagonistic terms. 

But privacy and civil liberties 

are not the same, nor are they 

linked. We can imagine a 

situation where individuals have 

full civil liberties but no privacy.
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how the Crypto wars Shaped privacy  
and Cyber Security
At the beginning of the Internet age, the United 
States, alone among industrialized nations, 
controlled encryption products as a munition 
for export purposes (and export controls pro-
vided some influence over the domestic market). 
Encryption was a hardware product sold mainly to 
the banking industry and to friendly governments, 
so these tight controls were not a problem. But the 
advent of personal computing and the Internet 
allowed messages to be encrypted by software, 
rather than specialized hardware. The Internet 
and e-commerce offered a giant new market for 
encryption software. Munitions controls restricted 
the ability of U.S. industry to sell encryption to this 
global market. 

The intent behind export controls was to deny 
access to encryption both abroad and domesti-
cally. Neither the National Security Agency nor 
the FBI wished to see widespread use of encryp-
tion, as this would damage their communications 
intercept capabilities.3 This put them squarely at 
odds with the American business community. 
Efforts at a compromise, by offering “government 
friendly” encryption that preserved law enforce-
ment access to communications did not solve 
the problem, as these products did not appeal to 
foreign markets. The U.S. controls resulted in cre-
ating foreign competitors who produced similar 
products that gobbled market share, rather than 
denying other nations access to the controlled 
technology. Encryption controls were self-defeat-
ing, as they created foreign producers who could 
sell advanced encryption in both the United 
States and other countries.4 

For the privacy community, the intent of govern-
ment agencies to deny private citizens the ability 
to encrypt their messages and to preserve (some 
would say expand) governmental abilities to 
intercept communications posed a direct chal-
lenge to privacy, civil liberties and the innovative 

potential promised by the new technology. The 
encryption debate expanded mistrust of govern-
ment, especially since many privacy advocates 
were convinced that U.S. agencies had built “back 
doors” into any encryption it could control to allow 
easy access. The encryption debate shaped and 
confirmed an oppositional relationship between 
the privacy community and the government.5

This adversarial relationship is in many ways pecu-
liarly American, reflecting a historic concern for 
restraining the authority of the sovereign that dates 
back to the separation of powers built into the U.S. 
Constitution. The relationship between government 
and citizens or government and industry in other 
developed nations is less conflictual, reflected in 
their more accepting attitudes toward government 
surveillance. The antagonism to government is built 
into American politics to a degree not found else-
where. In the United States, encryption set a course 
for conflict, but the inclination was already there. 

Encryption controls, had they continued, would 
have protected government capabilities to monitor 
communications. They would have also damaged 
American leadership in information technology, 
by putting U.S. companies at a disadvantage rela-
tive to their foreign competitors. This economic 
concern was accompanied, however, by an asser-
tion that encryption controls would damage civil 
liberties. The idea that lawful communications 
intercepts damage civil liberties makes sense in the 
context of declining legitimacy and trust of gov-
ernment. However, it only makes sense if we accept 
that privacy and civil liberties are inextricably 
linked, and one cannot exist without the other. 

privacy and Civil liberties
But privacy and civil liberties are not the same, 
nor are they linked. We can imagine a situation 
where individuals have full civil liberties but no 
privacy. This thought experiment is important. 
As the Internet and associated digital technolo-
gies gradually increase the amount of information 
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publicly available about individuals, we are mov-
ing ineluctably into an era of decreased privacy, 
which makes it important to determine if civil 
liberties are affected as privacy diminishes. Our 
future will be one of less privacy, but this need not 
reduce civil liberties.

The issue of political legitimacy frames assump-
tions about the linkage between privacy and civil 
liberties. If the state’s authority is not legitimate, it 
is an opponent rather than a protector of civil lib-
erties. Declining legitimacy combined with a lack 
of consensus among citizens on social and political 
norms and values reinforces the perception that 
the state is more likely to encroach upon freedom 
than protect it, and that external, nongovernmen-
tal bodies are required to counteract this. 

The rise of nongovernmental organizations (NGOs) 
is a symptom of changing political attitudes. The 
declining legitimacy of formal governments pro-
pels private groups to assume functions or provide 
services where they believe government action is 
inadequate. Nongovernmental organizations are 
self-appointed governance bodies whose legitimacy 
derives from adherence to an ideal or by represent-
ing some community that is underrepresented 
in formal political processes. They are alternate 
governance structures whose complex relationship 
with national governments – sometimes competi-
tive, sometimes supportive – reflects the belief that 
formal government institutions are inadequate. 

There is a parallel in a decline of legitimacy to 
Durkheim’s idea of “anomie,” which describes the 
breakdown of social norms and values.6 Declining 
legitimacy combined with a lack of consensus on 
norms and values reinforces the perception of the 
state as hostile to freedom. Like the separation of 
powers in the constitution, this perception is also 
consistent with a strain in American political tradi-
tion that dates back to the revolution: Civil liberties 
must be protected from government, instead of 
government being civil liberties’ protector. 

Key civil liberties – freedom of expression and 
freedom of assembly – are public functions. Civil 
liberties provide the ability to speak, publish, 
assemble and to challenge rulers. Their roots are 
in pre-industrial societies with much more limited 
notions of privacy. The intent of civil liberties is to 
promote free public discourse, engagement among 
the polity and allow for challenges to leaders and 
policies. Civil liberties make it unlawful for the 
state to use coercive measures designed to block or 
distort this public discourse. If a state can lawfully 
engage in coercion against political acts, there are 
no civil liberties. They exist only if a person can 
freely express opposition to government policies 
without fear of retribution and even work to dis-
place the existing rulers.7

The chief risk to civil liberties is the use of coercive 
acts to suppress them. Privacy offers only limited 
protection against coercion. Protection against 
political coercion comes from some deeper cau-
sality based on political norms and culture that 
explain tolerance and protection of political liberty 
by the state. The basis for this tolerance of opposi-
tion lies in the historical experience of democratic 
nations. Norms and institutions developed to deal 
with dissent, which provides an alternative to coer-
cion. A person who objected to a ruler or policy 
in the 16th century was likely to face violence or 
be imprisoned; there were few other mechanisms 
for dealing with dissent. By the 18th century, new 
norms and institutions allowed dissent and the 
peaceful transfer of power. 

There is a simple parallel with the introduction 
of the printing press, which created new sources 
of information and challenged existing political 
models. Books and Bibles were rare, handmade 
commodities, available only to the elite. With the 
press, citizens could read the Bible and in it, they 
found no reference to the divine right of kings 
or to aristocratic hierarchies. Mass produced 
Bibles were profoundly subversive. The author-
ity and legitimacy of the sovereign came under 
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question and it took decades for the birth of new 
political models that better accommodated newly 
empowered citizens. This is rough history, but the 
Internet produces a similar questioning of author-
ity and legitimacy to which governments will 
need to adjust and accommodate. This process of 
adjustment to the political effects of the Internet 
is still ongoing. 

Democratic societies learned to deal with dissent 
and disagreement through debate and inclusion in 
the political process. Democracies do not prohibit 
alternative points of view or information that con-
tradicts the government’s positions and policies. 
The reliance on debate and inclusion has grown 
out of the principle that no single party or group 
has an unchallengeable right to rule, and that 
governments can be voted from office, or otherwise 
dislodged, without violence if interested and suf-
ficiently powerful publics decide it is best. 

However, authoritarian governments do not have 
these mechanisms for dealing with dissent. They 
attempt to repress opposing views. The techniques 
of physical repression have been refined over 
decades and have been extended into cyberspace. 
The state’s control of the media and communica-
tions reinforce this repression, and it remains an 
open question as to whether authoritarian govern-
ments will succeed in their efforts to control new 
technologies. Sophisticated authoritarian regimes 
are adopting tactics that can be termed as “selective 
repression.” Politically active individuals are tar-
geted for coercion, while the general population is 
left unconstrained. The idea is as old as Herodotus, 
and avoids the resentments created by mass restric-
tions. Selective repression allows a government to 
tolerate speech, assembly, religion, travel, gun own-
ership and even incomplete surveillance, as long as 
the population is politically inactive or passive. 

Conversely, societies with strong central govern-
ments and extensive surveillance can respect 
the civil liberties of their citizens, if they respect 

freedoms of speech and assembly.8 No one would 
say that France and the United Kingdom, for 
example, are police states where the fundamen-
tal right of citizens to engage in politics and 
to change governments, policies and leaders 
through persuasion and elections are constrained. 
Cultural attitudes toward privacy and the role of 
government differ in these and other countries. 
Europeans are, if anything, stricter in their protec-
tion of individual privacy in commercial activities, 
but also are much more tolerant of government 
action, including surveillance.9 

The democratic state is the bulwark of civil liber-
ties. Yet the privacy debate often focuses on the 
state as the greatest threat. Some of this can be 
explained by the history of the privacy move-
ment. One of the first privacy organizations, the 
American Civil Liberties Union (ACLU), was 
founded in 1917 in opposition to the American 
entry into World War I and to the draconian 
measures used by the federal government against 
opponents of the war. These opponents included 
pacifists and isolationists, but they also included a 
very small number of militant socialists who were 
not adverse to the use of violence. The ACLU and 
its founders, Chrystal Eastman and Roger Baldwin, 
set a precedent linking privacy to “progressive” 
political causes.10 

Looking back, we can see that the Justice 
Department and local officials used the war and 
the threat of a “red” insurgency as an excuse to 
suppress political opponents. Free speech was 
restricted. The most telling example was the jailing 
of Eugene Debs, the Socialist candidate for presi-
dent. Other acts of official violence against political 
opponents happened during the war and for some 
years afterwards. While a few radicals waged a 
campaign we would now describe as domestic ter-
rorism, such as exploding a bomb on Wall Street, 
the overreaction of the political leadership and the 
blending of business interests and anti-immigrant 
sentiment was one of the major lapses in civil 
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liberties. By my count, there have been five since 
1917.11 These occur whenever America faces new, 
dangerous and unexpected security challenges. 

Such outbreaks in American history are likely 
unavoidable, and the result of some central 
imperfection. There are times when the politi-
cal leadership will be incapable of policing itself, 
and nongovernmental bodies like the ACLU are 
essential in mitigating the scope of these outbreaks. 
Privacy, however, was not the main consideration 
for this mitigation. Americans enjoyed a much 
greater degree of privacy in 1919 than they do 
today, yet their civil liberties were clearly at much 
greater risk in that era. 

Research shows that privacy, in the sense of limit-
ing access to information about an individual, 
enables independent personal choices that may 
otherwise be chilled. A person who is being 
observed, or who believes that he or she is being 
observed, will often act differently than a person 
who believes that he or she is unobserved. But 
one must make a number of assumptions to link 
this loss of privacy and a decline in autonomy to a 
chilling effect on civil liberties. One must assume 
that individual attitudes toward privacy remain the 
same. Indeed, individuals who are more comfort-
able with less privacy may not experience the same 
chilling effect. One must also assume that the 
increased ability for communication and publica-
tion provided by the Internet does not offset the 
potential loss of autonomy. A more extroverted 
society will not experience a chilling political 
effect.

Less privacy does not automatically lead to less 
political freedom and fewer civil liberties if free 
speech and freedom of assembly are protected.12 
This suggests the best protections for civil liberties 
are to avoid regulating content,13 and, as it becomes 
increasingly easy to obtain personal informa-
tion, to expand transparency in governmental 
activities and place clear limitations on the use 

of information that governments and companies 
collect. With these limitations on governments and 
companies in place, if free speech and freedom of 
assembly are protected, less privacy will not lead 
to decreased political freedom and civil liberties in 
democratic states.14

Anonymity and Civil liberties 
If the state is a threat, hiding from it is essen-
tial. The Internet makes it easy to hide. It was 
not designed to provide strong authentication of 
identity. This lapse is the result of a close focus 
on the imperatives of building strong connectiv-
ity because no one expected this technology to 
become a world-circling infrastructure used by 
hundreds of millions. The Internet lets one assert 
any identity online, including a null assertion or 
anonymity. Anonymity is the inescapable “default 
position” on the Internet, and this is damaging. 

The opposite, an ability to completely identify each 
individual also holds some risk, but the risks to 
civil liberties in a democratic nation are overstated. 
In the absence of adequate privacy safeguards, 
anonymity is an important protection for consum-
ers. It is reasonable, for example, to want to deny 
your insurance company the chance to find out 
what health websites you visit, as they may use this 
against you. Many in the privacy community believe 
that anonymity is also essential for civil liberties. 
The examples given are always a human rights 
activist in Central America or a dissident in China. 
They are not drawn from western democracies. Of 
course, some of the more extreme privacy advo-
cates would argue that democracies like the United 
States or those in Western Europe are charades. 
Others believe that governments constantly seek to 
increase the power of the police, and major privacy 
organizations in the United States fear that “we are 
constructing a national surveillance state.”15 

We know what surveillance states look like. Their 
most prominent feature is a massive domestic secu-
rity apparatus, which employs tens of thousands of 
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people. Stasi, the East German Ministry for State 
Security, had more than twice as many employ-
ees as the FBI does now, for a population that was 
one-twentieth the size of the United States. The FBI 
would have to be expanded forty-fold to match Stasi. 
Domestic security agencies in surveillance states are 
excused from observing most laws and have broad 
authority to arrest or detain people for political rea-
sons rather then criminal acts. Extensive monitoring 
of domestic communications for political purposes 
is routine, and most surveillance states employ 
thousands of local informants. The most advanced 
agencies also use sophisticated computer programs 
to collate deep personal information.16 All of these 
powers are gathered in a single agency that reports 
directly to the political leadership, without any 
external oversight. There are no surveillance states 
among the western democracies. A close examina-
tion of policy and spending would show that the fear 
of a surveillance state in the United States is a wild 
exaggeration, perhaps reflecting the eroding legiti-
macy of federal institutions, but this belief helps 
explain some of the desire to protect anonymity. 

Anonymity as a virtue reflects the ideology of the 
Internet pioneers that government threatens rights 
rather than protects them and that anonymity is 
essential for the exercise of freedom of speech. In 
non-democratic states, where speech is suppressed, 
anonymous statements may provide some degree of 
political liberty if the security services are lethargic 
or unsophisticated. Aggressive security services 
can manage the challenge of anonymous commu-
nications. In a country that provides for freedom 
of speech, anonymity can have an anti-democratic 
effect. The effect of anonymity in democratic states 
can be to cut the link between citizen and personal 
responsibility, which damages the essential com-
munal nature of politics. Anonymity can allow 
the expression of opinions without fear of retali-
ation, such as an employee revealing misdeeds by 
an employer. In a country that provides freedom 
of speech, it can also undermine the legitimacy of 

democratic institutions and, as a result, weaken the 
protections they provide for civil liberties. 

The Internet and associated new technologies 
create a complex political environment. They 
provide new ways for individuals to identify with 
groups and to attach loyalty. They disconnect 
public discussion from physical location, and may 
increase the risk that community will increas-
ingly be defined as those who think like us rather 
than those with whom we share a space. Before the 
Internet, people with extreme views may have been 
isolated in their communities. Now, they can go 
online and find that there are thousands who share 
their beliefs. They can organize and recruit. This 
may be only a temporary phenomenon, however, as 
democratic political systems adjust to the widening 
of participation in political life.

The pioneers of the Internet believed it would be a 
democratizing force. John Perry Barlow said: “The 
Net is about taking power away from institutions 
and giving it to individuals.”17 The pioneers were 
right, if by democracy we mean greater participa-
tion in the political process. The effect of the new 
technologies is not democratic in the sense of 
endorsing western values, including freedom of 
expression and assembly. Over the long term – per-
haps decades – greater access to information and 
greater participation will expand democracy, but 
the immediate political effect of the Internet has 
been to resurrect, expand and energize extremist 
views.18 Access to the Internet reinforces existing 
political trends, both favorable and unfavorable. 
When certain conditions are present – simmering 
discontent, a triggering incident and perhaps char-
ismatic opposition leaders – the new technologies 
and the Internet provide a tool for strengthening 
this opposition and for more easily coalescing 
discontent into action. Absent these conditions, 
however, the political and democratizing effect is 
limited, and we should avoid overstating the causal 
role of the new technologies in places like Egypt, 
Tunisia or Libya.
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One way to approach the issue is to ask: If there 
were no anonymity, would American politics be 
noticeably different? Anonymous contributions 
to the political debate are scarce. While press 
accounts may quote anonymous sources, the 
reporter or editor usually knows the identities of 
these sources. Standing for office requires strong 
authentication of identity. Democracies enfran-
chise participation in the political process to all 
eligible residents of a region (although the condi-
tions of eligibility have been a longstanding source 
of contention) through a process of enrolment 
and identification. It is important for ballots to be 
anonymous in order to prevent coercion, but it is 
equally important for voter eligibility to be fully 
authenticated in order to prevent fraud. A public 
discussion or debate may allow an individual to 
question or shout comments without identifying 
themselves, but their physical attributes are not 
concealed and they are often known to members 
of the audience. Anonymity may give voice to the 
powerless, but in democratic societies, it can also 
corrode an essential trust. 

A conversation with members of the group 
“Anonymous,” who launched annoying revenge 
exploits against the public websites of companies 
that had taken action against WikiLeaks, highlight 
the weaknesses of anonymity. These individuals 
compared their actions to the civil right protestors 
in Selma and the Greensboro sit-ins. But the protes-
tors in Selma and Greensboro were not anonymous. 
They did not hide. Their actions were heroic, and 
it was this heroic confrontation that had politi-
cal effect. In contrast, the effect of the anonymous 
WikiLeaks “paybacks” was ephemeral.19 

The companion of anonymity, weak authentication 
of identity, is of course also a key enabler of cyber 
crime. Better authentication of online identity 
could improve cyber security (although we do not 
want to exaggerate the scope of any improvement). 
The more important issue is that anonymity cre-
ates a lack of trust, which is among the Internet’s 

biggest problems. The lack of trust hampers the 
growth of new Internet applications that offer 
new services and new savings. A complete lack of 
anonymity conjures up images of an Orwellian 
police state. Complete anonymity in turn produces 
a Hobbesian state of nature. Neither extreme is 
preferable. Our current situation, reflecting the 
proclivities and assumptions of the Internet pio-
neers, is closer to a Hobbesian state of nature than 
may best serve the public interest. This is a complex 
and emotional subject. Law and social practice will 
need to adjust to the potential for anonymity pro-
vided by the Internet, and this will require norms, 
rules and technologies that preserve anonymity in 
some areas and constrain it in others, rather than 
making it the default option for the Internet. 

preserving the open internet to promote 
innovation 
Privacy advocates oppose some cyber security mea-
sures alleging that they threaten the open Internet 
and innovation. We should again undertake our 
thought experiment, which asks what effect a com-
plete absence of privacy would have on an economy 
that observed the rule of law and had strong protec-
tions for intellectual property. The deciding factors, 
this experiment suggests, is an ability to restrict the 
temptation for existing businesses to block inno-
vations that could threaten their profitability and 
to protect innovators and entrepreneurs from the 
theft of their new ideas. If incumbent power were 
restrained and intellectual property protected, inno-
vation would continue irrespective of the status of 
privacy or Internet freedom. 

Yet one leading privacy organization states that it 
“strongly believes that [privacy] is essential to keep 
the Internet open, innovative and free.”20 The belief 
that a “free and open” Internet is linked to innova-
tion deserves greater attention, but some discussion 
is necessary as the belief forms an important ele-
ment of the rationale for blocking cyber security 
initiatives if these involve a larger role for govern-
ment (rather than individual, voluntary actions). 
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The role of the privacy community in the dispute 
over net neutrality helps to illustrate this point. Net 
neutrality, the idea that service providers should 
not be able to limit access to content or create 
tiered levels of service and that all traffic should be 
treated equally, has little to do with the protection 
of personal information. Yet every major privacy 
organization supported it as essential for preserv-
ing the open environment needed for innovation. 
Privacy’s economic agenda seeks to preserve the 
Internet in its unconstrained, pioneering state as a 
driver for economic growth.

Privacy and economics overlap in three ways. 
First, the new technologies lead entrepreneurs to 
find new ways to take advantage of networked 
technologies, by collecting information on con-
sumer preferences and habits, often without the 
consumers’ knowledge or consent. The amount 
of information generated by the Internet on 
consumers is unprecedented, and the technolo-
gies developed to collect this information usually 
fall outside the ambit of existing law. This is a 

particularly important problem for the United 
States, where the laws regarding such collection 
and exploitation activities by businesses are weak. 
Here, innovation unconstrained by law is antitheti-
cal to privacy.

Second, the disruptions created by the new tech-
nologies prompt companies to defend existing 
business models by using law and regulation to 
limit competition. This is particularly true in 
telecommunications and broadcast industries, 
where incumbents and existing companies often 
exercise extensive power to safeguard their 
interests. The relationship between the privacy 
community and business involves a degree of 
discomfort. There is an affinity between privacy 
advocates and the “new” tech companies who 
threaten the old giants. The efforts of incum-
bents to protect intellectual property or create 
new revenue streams by exploiting consumer 
information usually run afoul of privacy. At the 
same time, the privacy community’s advocacy of 
a free Internet and limited role for government 
attracts support from business interests that seek 
to limit regulation and liability. The argument 
that the Internet must remain free to empower 
innovation has become a useful blocking tool in 
policy debates and in Congress. 

Third, the Internet is seen as a wellspring of 
innovation. This probably reflects a misunder-
standing of the innovation process. Innovation, 
the creation of new ideas, services and technolo-
gies, allows economies to grow and use resources 
more efficiently. Recognition of the importance of 
innovation grows out of a long sequence of work 
in economic theory. Joseph Schumpeter and other 
late 19th century economists identified innova-
tion and entrepreneurship as essential economic 
factors. Twentieth century economists like Robert 
Solow, Kenneth Arrow and others, demonstrated 
that technological innovation is the key determi-
nant of growth. 

Law and social practice will 

need to adjust to the potential 

for anonymity provided by the 

Internet, and this will require 

norms, rules and technologies 

that preserve anonymity in 

some areas and constrain it 

in others, rather than making 

it the default option for the 

Internet.
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Digital technologies now drive growth. The issues 
for consideration are the rate of that growth and the 
policies that best accelerate it. The expanded produc-
tion of digital technologies (such as computers) has 
been a source of economic growth as the information 
technology (IT) manufacturing sector expanded to 
meet demand, and as companies outside of the IT 
sector used digital technologies to become more effi-
cient. Digital technologies allowed the creation of new 
network services. While the first two elements – IT 
production and increased efficiency in non-IT indus-
tries – are more important in explaining economic 
growth, the third element – e-commerce and the 
creation of new, mass-market network services – has 
come to represent digital innovation. 

Some economists at first believed that the contribu-
tion of digital technologies was entirely overstated. 
As more data became available, the contribution 
to growth became clearer. In combination, the 
expanded production and increased efficiency 
probably accounted for a third of U.S. productiv-
ity growth in the late 1990s.21 But growth did not 
increase at a constant rate. Companies outside of 
the IT sector reaped the largest efficiency gains 
early on; the rate of increase in improvement gains 
for these companies is now smaller. Economists 
would be familiar with this, recognizing it as the 
concept of diminishing marginal returns. 

In contrast to the initial skepticism of economists, 
advocates of the new technologies concluded in 
the 1990s that we were entering a “new economy,” 
where a technology-fueled productivity boom 
would eliminate business cycles and recession. 
The notion of permanent growth had appeared in 
the stock market bubble in the late 1920s, which, 
like the new economy of the 1990s, was fueled by 
lax monetary policy, rather than some underlying 
and permanent change. The commitment to a free 
Internet as a source of growth retains a tinge of 
this dot-com era belief in a “new economy” where 
constraints on growth had been eliminated by 
information technology.22 

Any discussion of the economic effects of the 
Internet and digital technology is necessarily 
complicated by the larger problems in measuring 
and explaining growth and innovation. Innovation 
involves many factors. Access to information 
technology is one factor, but it is not the most 
important. An educated workforce, appropri-
ate fiscal and tax policies that create the financial 
resources needed for investment, balanced protec-
tion of intellectual property rights and minimal 
regulatory impediments (at all levels of govern-
ment) are key, along with adequate infrastructures 
and openness to trade. Progress in these areas is 
necessary to increase innovation, but each may 
require difficult political decisions that go well 
beyond a commitment to preserving an open 
Internet. 

Open platforms encourage innovation in some 
areas, but that does not mean that innovation and 
growth would cease or slow if the open platform 
was unavailable. Robert Fogel’s point, first raised 
in his landmark study of how a new “networking” 
technology affected American growth in the 19th 
century,23 is that the actual contribution to eco-
nomic growth of a new technology is determined 
by asking what growth would have been if the new 
technology had never been invented. For other 
major innovations, the rate of change is incremen-
tal, not revolutionary. We need to be cautious in 
ascribing a broad range of economic virtues to a 
single technology if we are to avoid damaging mis-
steps that impede both growth and security.

That an open and free Internet is essential for inno-
vation has become a defining myth and reinforces 
arguments that the Internet must remain unregu-
lated and the role of governments constrained. But 
there is more to innovation than creating a new app 
or social network site. The most telling evidence 
against the link among an open Internet, innovation 
and growth lies in Asia,24 where nations with much 
less privacy and very different conceptions of it are 
moving to displace the United States as the leading 
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global innovators. They have already displaced 
Europe. The best explanation for this tectonic shift is 
that privacy is largely irrelevant to innovation.

Futures for privacy 
The technological and social context for privacy 
and Internet governance is not static, and further 
changes will reshape privacy. The new ways in which 
people connect to the global network will affect pri-
vacy. The old hobbyist model of computing, where 
personal data was stored on a box next to your 
desk, is being replaced by technologies where data 
and applications are stored and managed remotely. 
The ability to exploit information gleaned from an 
individual’s Web activities is growing. Access to and 
control of personal data will be shared, controlled 
by third parties and governed by laws and contracts 
that are often inadequate. 

We can find a precedent for this transition in 
the history of other utilities. For a brief period at 
the start of the electrical age, people who wanted 
electricity had to provide it themselves, using gen-
erators in basements or carriage houses. They had 
to maintain the machinery, upgrade it and worry 
about safety. Sometimes they sold power to their 
neighbors, which created local networks. This was 
neither efficient nor safe. People now buy electric-
ity as a service without any knowledge or concern 
as to where the power is being generated or by 
whom, but the provision of this service is highly 
regulated to protect the public. A similar transi-
tion is occurring with the Internet. The move from 
disaggregation to the cloud changes the relation-
ship between privacy and cyber security. In this 
cloud-computing environment, we will rely on 
third parties for essential computing and network 
services, and as a result, third parties will play the 
central role in cyber security. 

This is a significant departure from the past, where 
each enterprise, agency or user was responsible 
for its own data and its defense. The Internet 
was designed to put responsibility for all but the 

simplest addressing functions, including secu-
rity, at the devices’ end points. The advantage of 
this disaggregated approach to security is that it 
minimized political problems that revolve around 
the role of government in supplying a public good 
– there is less need for regulation and there is an 
implicit protection for privacy as third parties are 
not involved. The disadvantage, of course, is that 
even an unskilled opponent can easily defeat a 
disaggregated defense. 

The Department of Homeland Security’s Einstein 
Program point to the future, where cyber security 
functions will be automated across networks. These 
new approaches, called active defense or dynamic 
defense, monitor traffic for known malware and, in 
some cases, for anomalous activity. These sys-
tems block such traffic before it can penetrate the 
network being protected. Once problematic traffic 
is identified, dynamic defense systems use pre-pro-
grammed decisions that tell the system what action 
to take when it identifies a particular signature or 
class of signatures as malicious. Dynamic defense 
parallels “network-centric warfare,” with its 
emphasis on networks rather than platforms and 
information sharing to increase situational aware-
ness and speed.

However, these dynamic techniques are intrusive 
and can require a high level of monitoring. To be 
maximally effective, they need to be informed by 
intelligence data and by combining traffic data 
from multiple service providers. The combination 
of monitoring, speed and intelligence involved in 
a dynamic approach to cyber security, whether 
for government networks or some broader set of 
infrastructures, creates immense problems for 
the privacy community. We can legitimately ask, 
however, whether monitoring that is limited to 
identifying malware and does not produce new 
information or knowledge on the content of traf-
fic for government use, and that is carried out by 
machines without human intervention, poses any 
risk to civil liberties.
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One response to this change has been to assert that 
dynamic defense does not actually work. This is 
a rhetorical device – to object to technologies on 
the grounds that they are ineffective. The problem 
is that these charges are often divorced from data. 
We now have the capability to count and measure 
the effectiveness of techniques and technolo-
gies in blocking attacks and mitigating risk. The 
data suggests that active, networked defense is 
more effective than disaggregated, point defense. 
Interviews with leading network service providers 
who use these technologies on their own networks 
to protect their customers and service suggest that 
active defense is a significant improvement. 

Given the potential intrusiveness of active defense, 
strengthened oversight procedures and limita-
tions on the use of personal data are essential. The 
challenge for the privacy community is to find a 
way to help provide new rules for oversight without 
blocking the use of the new defensive technolo-
gies. Doing this will require moving away from 
the ideological precepts of the Internet pioneers 
and becoming partners in deployment rather than 
opponents of technological change. 

Attitudinal changes among the electorate toward 
privacy also need closer examination. One 

challenge for privacy organizations is that the 
political impulse that led to their creation may be 
fading because of generational change. There is 
less privacy now than in pre-Internet days, but the 
fact that people are more willing to share personal 
information does not mean they are then willing 
to have that information collected or used without 
their consent. The decline in privacy is, in part, a 
result of technologies that make it easier to publish, 
find and access information, and, in part, a mat-
ter of personal choice, as people choose to publish 
more personal information (perhaps in some cases 
without realizing that they have made it public).

While we do not want to overstate “the end of pri-
vacy” or a generational shift in attitudes on sharing 
personal information with strangers, network 
technologies enable greater access and sharing. 
We might be seeing the effect of a change in the 
economics of sharing. People did not share per-
sonal data widely before the Internet; we assumed 
this reflected a preference. An alternative explana-
tion is that they did not care if information was 
shared, but were unwilling to pay the price in time 
and money to do so. Their attitude has remained 
the same – they do not care – but the Internet has 
lowered the price of sharing and access. Attitudes 
toward privacy will change because of lower costs, 
and the urban individualism of the industrial age. 
The ideal of pre-digital privacy is gone forever. 

Privacy is shrinking as the world becomes inter-
connected. The increased incomes of the 19th and 
20th centuries allowed people to occupy greater 
personal space instead of the crowded and close 
villages and towns of an earlier era, where there 
were far fewer secrets. The growth of transporta-
tion technologies increased the opportunity for 
anonymity (or pseudonymity) by allowing an 
individual to rapidly relocate to a place where he 
or she was a stranger. The Internet, by eliminat-
ing physical constraints, undermines this old-style 
privacy. As privacy changes, the expectations of 
the Internet pioneers and the policies that result 
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from them will also be undermined. In the future, 
as personal data becomes increasingly ubiquitous, 
privacy may need to enable greater individual 
control over the use of data rather than seeking to 
prevent its discovery. 

internet governance and the Closing of the 
electronic Frontier
It is reasonable to ask if concern about govern-
ment cyber security programs would decrease 
if the United States had a comprehensive set of 
protections for privacy in commercial activities. 
The likely answer would be that this would not 
greatly change the privacy community’s views of 
cyber security. Concerns over the role of govern-
ment would remain, as would the imperative of 
preserving the Internet’s open frontier so cher-
ished by its creators.

The question we have been reluctant to ask is 
whether the beliefs of the early 1990s, when the 
Internet was smaller, largely American and not a 
global infrastructure, are still adequate and retain 
persuasive force in the changed international 
environment. U.S. policy was seminal in shap-
ing Internet governance and the visions of the 
Internet pioneers shaped this policy. In turn, this 
vision and policies shaped how the world perceived 
the Internet. U.S. policy was seminal in shaping 
Internet governance and the visions of the Internet 
pioneers shaped this policy. In turn, this vision 
and policies shaped how the world perceived the 
Internet. The decision of the United States to take a 
minimalist approach to regulating the Internet ini-
tially had considerable influence on other nations. 
In part, this reflects U.S. efforts in multilateral fora 
like the Organisation for Economic Co-operation 
and Development and the United Nations 
Commission on International Trade Law, where 
the U.S. led efforts to adopt policies that empha-
sized private sector control. The American origins 
of the new technology and the rapid growth of the 
American economy in the 1990s made other coun-
tries more accepting of this leadership. 

For reasons both good and bad, this intellectual 
construct is now collapsing. It is inadequate to the 
tasks of managing the new technologies and this 
inadequacy reinforces the growing tendency of 
other nations to question the old dogma and under-
take efforts to restructure Internet governance. The 
unpopular war in Iraq and the general attribution 
of the global financial panic to American irrespon-
sibility has tarnished the luster and reduced the 
influence of the United States. Challenge by new 
economic powers was inevitable, but the United 
States is in a weaker position to respond to it, and 
this poses a risk to democratic values. 

We are in a transition to a new kind of Internet 
governance. Two related trends drive this transi-
tion – the extension of sovereign control into 
cyberspace and the collapse of the pioneering, 
communal, American vision for governance. 
Managing this transition in a way that preserves 
the values of free speech and open access to infor-
mation will be difficult. Continued espousal of the 
pioneering concepts will keep the United States on 
the defensive, as it tries to preserve an increasingly 
inadequate Internet governance model, and may 
even condemn the United States to irrelevance, 
as other nations move to new approaches where 
governments play the same role in cyberspace that 
they play in other multilateral activities. A strategic 
approach to cyber security, and a framework for 
privacy suited to the new social and technological 
environment, requires new ways of thinking. 

The view that the Internet must remain a “free” 
and open frontier is a serious impediment for tak-
ing full advantage of network technologies. There 
will be unhappiness as governments move to play a 
stronger role in protecting the Internet frontier, and 
these efforts will be cast as a threat to civil liberties 
and the economy. But it is time to extend the rule 
of law into cyberspace and abandon the pioneering 
concepts that shape Internet governance and privacy 
policy. They no longer make sense for a global 
network where there are increasing challenges to 
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security and to the values of openness, free access to 
information and free speech. To do this, conceptions 
of privacy and its connection to civil liberties and 
innovation must be refocused and renewed.

The global governance debate revolves around the 
issues of sovereign control over access to informa-
tion and the role of the state. One possible outcome 
of this debate is a slow fragmentation of the 
Internet into linguistic and regional blocs, which 
authoritarian governments will shape to serve their 
needs. This outcome is not in the U.S. interest, nor 
in the interest of the world, but if the United States 
cannot offer some new conceptual framework that 
escapes our pioneering vision of Internet gover-
nance, it is the most likely. 

While there is no global consensus on privacy, just 
as there is no global consensus on free speech, the 
one area where citizens in most countries agree is 
that they should have untrammeled access to infor-
mation,25 and that access to information should be 
a new fundamental human right. Not all govern-
ments share this belief, but it offers an opportunity 
to build a new consensus on Internet governance, 
security and civil liberties based on expanding 
access to information. Otherwise, a more fractured 
Internet may emerge, with privacy protected for 
some and fewer civil liberties for many others.

The United States is unaccustomed to seeing major 
international initiatives undertaken without its 
leadership, but this is what is happening because of 
an American inability to move past the Internet’s 
pioneering ideology. The pioneering framework 
is broken; it failed to provide security and did not 
meet the needs of many nations. It is incapable of 
guiding policies to make the Internet more secure. 
There has been a long and sustained political effort 
in the United States to attack and diminish the 
role of government and the private sector as an 
alternate governance structure. (The American 
Enterprise Institute, for example, describes some 
of its early publications as portraying “private 

enterprise as a form of voluntary social coop-
eration undergirding strong communities and 
democratic self-government.”26) Yet this concept is 
alien to other nations and makes U.S. public policy 
debates markedly different from that in other 
nations. The pioneering Internet notion of private 
sector lead and small government role is also alien 
to these nations. 

The current structure of Internet governance grows 
from uniquely American cultural and political 
roots. The Internet is the product of the times, 
and much of its governance structure is a legacy 
of the politics of earlier eras. Predictions about 
the demise of the nation-state and the emergence 
of a “borderless world” were a regular feature of 
discussions of international relations in the 1990s 
and helped shape views on Internet governance. 
They have now become somewhat muted, as these 
predictions overstated the effects of globaliza-
tion and did not take into account the ability of 
nation-states to adjust to the new circumstances.27 
The Internet did not eliminate borders; it shrank 
the time to traverse geographic space. It did not 
replace governments with a self-governing global 
commons shaped by private action, where formal 
state mechanisms were unneeded. Governments 
will adapt to the new technology and nation-states 
will remain the most powerful actor on the global 
stage and assert themselves in cyberspace. As 
governments reassert themselves in cyberspace and 
develop ways to “strengthen” borders, those who 
continue to espouse the pioneering ideology risk 
being condemned to irrelevance. 

The next few years will see governments extend 
sovereign control into cyberspace. They have 
realized that the notion that the cyber domain is 
somehow outside the realm of sovereign control 
is inaccurate and does not reflect how networks 
are constructed and operated. In light of this, a 
reassessment of Internet governance is essential. 
For privacy policy, this reassessment would ask 
how it would be different if the pioneering Internet 
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ideology were no longer its foundation. The most 
likely changes would be an end to the belief that a 
completely open and free Internet is necessary for 
innovation, and that the role of the state in cyber-
space should be smaller than it is for other social 
or economic activities. A more difficult reassess-
ment would look at the changes in attitudes toward 
privacy, particularly generational changes. 

Any process of reconceptualization will be dif-
ficult. Thomas Kuhn, in a seminal study of how 
scientific concepts change, noted that new ideas 
rarely persuade adherents of the old ideas to 
change their minds, and that the believers in the 
older concept eventually die and are replaced by 
those with new thoughts.28 This gloomy prognosis 
is not entirely appropriate for the Internet. There 
is no guarantee that the United States will adopt 
this new mindset, but there are some reasons for 
hope. Until recently, debate over Internet policy 
was largely confined to specialists, often from a 
technical background or from the IT industry. 
They were largely American, with views shaped 
by the American political experience. Now that 
the Internet has become a central element of 
daily life, new interest groups and countries with 
different political views will become involved in 
these debates, which will dilute the influence and 
question the beliefs of this older community. The 
challenge for the United States will be to man-
age this transition so as to not lose the virtues of 
American ideology – the commitment to openness 
and individual freedom – while moving to mature 
governance for the new global infrastructure. 



America’s Cyber Future
Security and Prosperity in the Information AgeJ U N E  2 0 1 1

140  |

E N D N OT E S

1. Colin J. Bennett, The Privacy Advocates: Resisting the Spread of Surveillance 
(Cambridge: MIT Press, 2008): 50.

2. The most recent expression of this can be found in the “2009 Administration 
Review of Cybersecurity Policy.”

3. National Security Agency was also deeply concerned that the new Internet 
was fundamentally insecure. one of the motives for the ill-fated “Clipper chip” 
was to build encryption into the new networks to make them more secure.   

4. The United States briefly considered adding import controls on encryption 
to counter this. 

5. There is no adequate history of the crypto wars, in part because much of the 
material remains classified. The default account is Steven Levy’s Crypto: How 
the Code Rebels Beat the Government (New York: Penguin Putnam, 2001), but it 
suffers from sourcing limitations. 

6. Emile Durkheim, Suicide (New York: The Free Press, 1951).

7. Asserting that privacy is itself a civil liberty is a somewhat circular 
contention. That courts have endorsed this idea is not in itself conclusive, as 
many assertions by courts, even the U.S. Supreme Court (such as the Dred 
Scott case) have rightly been reconsidered and as new information became 
available or as attitudes changed.  

8. See, for example, “The clash of data civilizations,” The Economist (17 June 
2010), http://www.economist.com/node/16377097.

9 . According to Benjamin Goold, “European attitudes towards surveillance may 
be indicative of a more balanced and less politicized approach.” See “Making 
Sense of Surveillance in Europe,” European Journal of Criminology (March 
2009).

10 . “Throughout the 1920s, labor and political speech issues predominated 
[in the ACLU]. The organization remained silent on such issues as the Volstead 
Act, the Olmstead wiretapping case and other due process or privacy law 
questions.” “American Civil Liberties Union Records, The Roger Baldwin 
Years; 1917-1950: Finding Aid,” Princeton University Library, Department 
of Rare Books and Special Collections: 5, http://diglib.princeton.edu/ead/
pdf?id=ark:/88435/rj430454b.

11. These include the Red Scare of the 1920s; the 1941 internment of Japanese-
Americans; the 1950s McCarthy/House Un-American Activities Committee; the 
surveillance of the 1960s and 1970s, including Watergate; and the post-9/11 
actions to monitor for terrorist activities.

12. To take a recent example, the actions of the Bush administration’s 
warrantless surveillance program raised serious concerns, but had no effect in 
reducing political debate over the administration’s policies, as it was not used 
for domestic political purposes.

13. American and European democracies differ on control of content. 
Europeans restrict “hate speech.” They assert that their restrictions are 
bounded by the need to show an imminent risk of harm, which minimizes 

the effect on civil liberties. Restrictions on hate speech were an important 
complication in negotiating the Council of Europe Convention on Cybercrime.

14. Assuring transparency will require creating oversight bodies within 
government and a more active role by the Congress. 

15. The Electronic Privacy Information Center, EPIC Annual Report 2007/2008:2, 
http://epic.org/epic/annual_reports/2007.pdf.

16. This is similar to what data aggregators in the United States.

17. See, for example, Roy Rosenzweig, “Wizards, Bureaucrats, Warriors & 
Hackers: Writing the History of the Internet,” American Historical Review 
(December 1998); John Markoff, What the Dormouse Said: How the Sixties 
Counterculture Shaped the Personal Computer Industry (New York: Penguin, 
2006); Fred Turner, From Counterculture to Cyberculture (Chicago: University 
of Chicago Press, 2006); Howard Rheingold, The Virtual Community: 
Homesteading on the Electronic Frontier (Reading, MA: Addison-Wesley, 1993): 
38-64; and Kevin Kelly, Out of Control: The New Biology of Machines, Social 
Systems, and the Economic World (New York: Basic Books, 1995).

18. Michael Barkun, “Conspiracy Theories in Politics,” The New York Times 
(22 April 2011), http://www.nytimes.com/roomfordebate/2011/04/21/
barack-obama-and-the-psychology-of-the-birther-myth/conspiracy-
theories-in-politics.

19. “‘operation Payback’ Targets WikiLeaks’ Foes,” NPR (9 December 2010), 
http://www.npr.org/2010/12/09/131937254/-operation-payback-targets-
wikileaks-foes.

20. Center for Democracy and Technology, http://www.cdt.org/about.

21. Robert Solow famously said in 1987, “You can see the computer age 
everywhere but in the productivity statistics.” Stephen oliner and Daniel 
Sichel, “Information technology and productivity: where are we now and 
where are we going?” Federal Reserve Bank (10 May 2002); Kevin Stiroh, 
“What Drives Productivity Growth,” Economic Policy Review 7:1 (March 2001); 
and Robert Litan and Alice Rivlin, “Projecting the Economic Impact of the 
Internet,” The Capco Institute Journal of Financial Transformation, 2 (July 2001): 
35-41. 

22. Jennifer Rheingold, “What We Learned in the New Economy,” Fast Company 
(1 March 2004), http://www.fastcompany.com/magazine/80/neweconomy.
html?page=0%2C1; and Alan S. Blinder, “The Internet and the New Economy,” 
The Brookings Institution (June 2000), http://www.brookings.edu/comm/
policybriefs/pb60.pdf.

23. Robert Fogel, Railroads and American Economic Growth: Essays in 
Econometric History (Baltimore: The Johns Hopkins University Press, 1970).

24. China, a country that has infinitely less Internet freedom than the United 
States, is growing four times as fast. China threatens, if the American scientific 
community can be believed, to overtake us in technology and engineering. 
China’s example suggests that close attention to fiscal and economic 
fundamentals are more important for growth than a free and open Internet. 



|  141

25. “Internet access is ‘a fundamental right,” BBC (8 March 2010), http://news.
bbc.co.uk/2/hi/technology/8548190.stm.

26. American Enterprise Institute, “History of AEI,” http://www.aei.org/
history.

27. Kenneth Waltz, “Globalization and Governance,” PS Online (December 
1999), http://www.mtholyoke.edu/acad/intrel/walglob.htm.

28. Thomas Kuhn, The Structure of Scientific Revolutions (Chicago: The 
University of Chicago Press, 1962).





ChApter iX: 
INTERNET FREEDOM AND ITS DISCONTENTS:  
NAVIGATING THE TENSIONS WITH CyBER SECURITy

By richard Fontaine and will rogers



America’s Cyber Future
Security and Prosperity in the Information AgeJ U N E  2 0 1 1

quote.
— Author



|  145

I N T E R N E T  F R E E D O M  A N D  I T S 
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T E N S I O N S  W I T H  C y B E R  S E C U R I T y

By Richard Fontaine and Will Rogers

American national security policymakers today 
are engaged in two simultaneous and potentially 
contradictory efforts. On the one hand, they seek 
to secure the United States against cyber attacks, 
pushing for greater online transparency and 
attribution. On the other, they promote Internet 
freedom, advocating privacy and providing tools 
through which individuals can act anonymously 
online. These dual efforts create tensions that are 
not often explored carefully. Though these ten-
sions are real, and in some cases will force difficult 
choices, they should not be an obstacle to a robust 
U.S. effort both to secure cyberspace and promote 
Internet freedom abroad. In adopting a new set of 
principles and policies, the United States can strike 
the appropriate balance between security and the 
promotion of Internet freedom abroad.1 

But actually promoting Internet freedom is com-
plicated. At a time of increased attention to the 
threats emanating from cyberspace – including 
cyber attacks by nation-states, criminal syndicates 
and sophisticated hackers – American policymak-
ers must tread carefully in balancing the nation’s 
cyber security interests with the need to promote 
and preserve freedom of expression on the digital 
frontier. There are, at first glance, numerous dilem-
mas presented by the efforts to promote these two 
goals. Some cyber security experts urge greater 
accountability and attribution online, for instance, 
as a way of identifying those who cause harm to 
American cyber systems – a principle that con-
tradicts the anonymity urged by Internet freedom 
proponents. Pending congressional legislation 
would empower the president to restrict Internet 
traffic in a cyber emergency, which seems to 
conflict with the push for the unrestricted flow of 
information over the Internet abroad, particularly 
when embattled regimes in Egypt and Libya turned 
off Internet access entirely. The military’s push 
for an “active cyber defense” that uses scanning 
technology to detect and stop malicious code in 
domestic and foreign networks alike could be cited 
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by autocracies as justification to remove software 
code and websites they deem threatening, includ-
ing from political dissidents and human rights 
activists. Export controls on software that could be 
used by terrorists and criminals may also prevent 
the use of cyber tools by dissidents and protestors 
living under dictatorships. Meanwhile, autocra-
cies routinely push for international cyber security 
norms and agreements that define “security” in a 
way that would restrict political expression. 

To their credit, Bush and Obama administration 
officials have made public and private efforts to 
address some of these tensions, including Secretary 
of State Hillary Rodham Clinton’s recent speeches 
on Internet freedom. Yet conversations about 
America’s cyber security and Internet freedom 
policies have, by and large, taken place in isolation 
from each other. The former has been led largely by 
the national security community; the latter by the 
technology community and a handful of human 
rights activists. 

Even as Internet freedom has slowly garnered 
greater attention in Washington and in main-
stream foreign policy discourse, cyber security and 
Internet freedom have received disparate treatment 
from the top echelons of the U.S. government. The 
United States has devoted increasing resources and 
attention to addressing the challenges inherent in 
cyber security, but very little to cyber freedom. To 
cite one example, the government has produced a 
Cyberspace Policy Review, intended to review the 
nation’s cyber security policies.2 While the review 
acknowledges the government’s dual challenges 
of preserving the Internet as a forum for social 
engagement, economic activity and freedom, and 
safety and security online, the review failed to 
mention Internet freedom. 

Despite these discrepancies, opportunities exist for 
American policymakers to navigate the tensions 
between cyber security and Internet freedom, and 
work together toward a cyberspace strategy that 

balances both interests. This paper seeks to con-
tribute to this necessary discussion. As part of a 
broader study by the Center for a New American 
Security (CNAS) to develop a new path forward 
for Internet freedom as an element of American 
foreign policy, this chapter first defines “Internet 
freedom” for security practitioners unfamiliar with 
this sometimes fuzzy issue. Second, we examine 
the tensions between cyber security and Internet 
freedom in order to illustrate the inherent chal-
lenges in developing a policy that balances both 
interests. We focus narrowly on these tensions as 
they relate to U.S. efforts to develop cyber security 
norms and promote Internet freedom on the inter-
national stage, and discuss domestic concerns only 
to the extent that they impact Internet freedom 
and cyber security efforts abroad.3 Finally, we offer 
a way ahead for policymakers. While there are 
no perfect formulas or solutions to these complex 
policy issues, this paper attempts to offer a way 
toward a balanced cyberspace strategy that best 
ensures America’s security while promoting the 
online values we hold dear. 

internet Freedom: Freedom of expression 
on the digital Frontier
In January 2010, Secretary Clinton gave what was 
theretofore the most complete articulation of the 
U.S. government’s approach to Internet freedom. 
Citing President Franklin Delano Roosevelt’s 1941 
Four Freedoms speech, she added a fifth freedom, 
the “freedom to connect – the idea that govern-
ments should not prevent people from connecting 
to the Internet, to websites or to each other.”4 
In this speech and in a second she delivered in 
February 2011, Secretary Clinton stated America’s 
“global commitment to internet freedom, to 
protect human rights online as we do offline,” 
including the freedoms of expression, assembly 
and association.5 These speeches represent the 
Obama administration’s clearest expression of its 
Internet freedom strategy. Yet questions remain 
about the overall objective of America’s Internet 
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freedom efforts. Is the U.S. Internet freedom strat-
egy committed to promoting the online freedoms 
of expression, assembly and association as intrinsic 
goods, regardless of whether their exercise engen-
ders democratic change offline? Or does the United 
States support online freedom abroad both because 
of the country’s long-standing commitment to 
freedom of expression and because of a belief that, 
on balance, a freer Internet will promote demo-
cratic political change? The way in which “Internet 
freedom” is defined has implications for the nature 
of the tensions with cyber security.

what is “internet Freedom”? Freedom of the 
internet versus Freedom via the internet
Indeed, much confusion surrounds Internet free-
dom because multiple observers employ the term 
to designate different concepts. It is useful to differ-
entiate, as a number of experts increasingly have, 
between two linked but distinct concepts: freedom 
of the Internet and freedom via the Internet.6 

Freedom of the Internet refers to the ability to 
engage in unfettered expression in cyberspace. 
This vision of Internet freedom, as scholar 
Evgeny Morozov points out in his book The Net 
Delusion, draws distinctly from Isaiah Berlin’s 
promotion of negative liberty, that is, “Freedom 
from something: government online surveillance, 
censorship [distributed denial-of-service (DDoS)] 
attacks.”6 The principles undergirding freedom 
of the Internet are rooted in such documents as 
the U.N. Universal Declaration of Human Rights, 
which describes as inalienable the right to receive 
and impart information without interference.7 
In this sense, Internet freedom is little different 
from the advocacy of free expression that has for 
decades been an element of U.S. foreign policy. 
America has long stood for free expression as a 
universal human right; the country advocates 
for freedom of the Internet because it accords 
not only with American values, but with rights 
American leaders believe are intrinsic to all 
humanity. As a result, promoting a digital arena 

for free speech and online assembly is a logical 
objective of U.S. policy. 

Freedom via the Internet is both a more alluring 
and complicated idea. At root, its advocates sug-
gest that more online freedom can lead to more 
freedom outside cyberspace; that is, that there is 
a democratizing quality to the free flow of ideas 
over the Internet. It is freedom via the Internet 
that has captured the imagination of many in 
Congress, the media and elsewhere (including 
dissidents and autocrats) who have witnessed the 
potentially transformative effects of Facebook, 
Twitter and other applications – most recently in 
Tunisia and Egypt, but in other countries around 
the world as well.

Yet the Internet’s role in producing political change 
remains hotly contested and opinions differ widely 
about its efficacy in promoting democracy. Some 
have oversimplified matters, seeming to suggest 
that access to the Internet alone represents the 
silver bullet for quashing authoritarian regimes 
abroad: Give the people Facebook and Twitter and 
repressive regimes will crumble. Egyptian Google 
executive Wael Ghonim, who played a key role 
in the protests in Cairo, said after the toppling of 
President Hosni Mubarak, “If you want to liberate 
a society, just give them the Internet.”8 Similarly, 
a former Bush administration deputy national 
security advisor said after the 2009 protests in 
Tehran, “Without Twitter, the people of Iran would 
not have felt empowered and confident to stand 
up for freedom and democracy.”9 Others mean-
while are less sanguine, charging the Internet with 
failing to provide any organized social or political 
change. “The platforms of social media are built 
around weak ties,” New Yorker writer Malcolm 
Gladwell wrote, describing the difference between 
social media activism and the kind of activism the 
United States witnessed in the 1960s during the 
civil rights movement. “Weak ties seldom lead to 
high-risk activism.”10 
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It is beyond the ambit of this paper to try to resolve 
these contradictory claims, though it appears that 
both schools stake out too extreme of a position. 
The authors examine them in some depth in the 
full CNAS report on the role of Internet freedom 
in U.S. foreign policy.11 An initial review of events 
in places like Iran, Tunisia, Egypt and elsewhere 
suggests that the Internet and related technolo-
gies (such as short message service [SMS] and 
text) have served as critical tools for organizing 
protests, spreading information among dissident 
parties and transmitting images and information 
to the outside world, some of which moved onto 
satellite television channels, which further boosted 
their influence. For the purposes here, it is perhaps 
enough to observe that both dissidents and dicta-
torships seem to believe that the Internet can play 
a transformative role, and the U.S. government is 
firmly on the record as actively supporting Internet 
freedom abroad – at least implicitly because of its 
potential to assist in democratic change.

how the u.S. promotes internet Freedom
There are two distinct ways in which the U.S. gov-
ernment promotes Internet freedom. The first is at 
the normative level, where the United States aims 
to inculcate the principles of online freedom as 
international norms and values, not unlike human 
rights and the protection of intellectual property. 
The second is through the provision of circumven-
tion and other Internet and telecommunications 
technologies to users in closed regimes that allow 
them to break beyond restrictive firewalls and 
censorship practices and to communicate securely. 
The provision of these technologies is often coupled 
with government-sponsored training for dissidents 
and nongovernmental organizations and diplo-
matic efforts (working, for example, to secure the 
release of imprisoned bloggers). 

At the normative level, the United States has 
attempted to promote Internet freedom by extend-
ing to the digital frontier the freedoms articulated 
in long-standing and accepted international norms, 

such as those espoused in the U.N. Universal 
Declaration of Human Rights and the International 
Covenant on Civil and Political Rights. As Article 
19 in the Universal Declaration of Human Rights 
states, “Everyone has the right to freedom of opinion 
and expression; this right includes freedom to hold 
opinions without interference and to seek, receive 
and impart information and ideas through any 
media and regardless of frontiers.” (Emphasis added.) 
Similarly, Article 20 of the declaration protects the 
right of everyone to peacefully assemble and associ-
ate, a right that, Secretary Clinton has argued, is 
guaranteed in cyberspace as well. “In our time,” 
she said, “people are as likely to come together to 
pursue common interests online as in a church 
or a labor hall.”12 The 2005 World Summit on the 
Information Society, a U.N.-sponsored gathering 
of 174 countries, produced a consensus statement 
recognizing that “freedom of expression and the 
free flow of information, ideas and knowledge, are 
essential for the Information Society and beneficial 
to development.”13

The United States has also recognized that, as 
a developer of both social media platforms and 
Internet infrastructure, the private sector has a 
critical role to play in promoting Internet freedom. 
For example, the U.S. government has encouraged 

The most visible – and most 

contentious – way that the 

United States promotes Internet 

freedom is by providing 

censorship circumvention and 

other technologies that allow 

for anonymity and encrypted 

communications online.
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the work of the Global Network Initiative (GNI), 
a coalition of technology companies, non-profit 
organizations, universities and others that have 
agreed upon a set of shared principles for how 
companies should respond to government requests 
for information, including making those requests 
transparent and protecting users’ rights to privacy. 
Members of Congress in particular have been out-
spoken in their calls for companies to join the GNI, 
which, to date, has just three tech companies.

The most visible – and most contentious – way 
that the United States promotes Internet free-
dom is by providing censorship circumvention 
and other technologies that allow for anonym-
ity and encrypted communications online. The 
State Department has awarded approximately 20 
million dollars since 2008 for competitive grants 
to develop circumvention technologies and pro-
mote digital activism, with a plan to award more 
than 25 million dollars in additional funding 
in 2011.14 The Broadcasting Board of Governors 
(BBG), which includes the Voice of America, Radio 
Free Europe/Radio Liberty, the Office of Cuba 
Broadcasting, Radio Free Asia and Middle East 
Broadcasting Network, also engages in significant 
technology-related Internet freedom efforts. The 
BBG, which had its roots in broadcasting to the 
Soviet bloc during the Cold War, has focused to 
an ever-greater extent on disseminating materials 
online. Numerous governments around the world 
have responded by blocking BBG websites, and as 
a result the Board has put into place a robust effort 
to allow foreigners to access its content, including 
through proxy servers and other firewall-circum-
vention technology. Though these circumvention 
tools land a user on a BBG website, the user can 
then use the same tools to access other, non-BBG 
sites free from censorship and monitoring. 

Such tools pose at least a theoretical challenge to 
efforts by cyber security officials attempting to pre-
vent anonymous activity online by tracing cyber 
attacks and intrusions and holding the perpetrators 

accountable. For example, while secure encrypted 
communication tools can help cyber dissidents 
freely communicate without digital harassment by 
authoritarian regimes, and circumvention technol-
ogies can allow users in closed societies to access a 
broad range of banned media outlets, those same 
tools could enable criminal networks and terrorist 
organizations to circumvent protective measures 
taken by states to thwart illegal activity.15 Indeed, 
this point is frequently raised and revisited as a key 
tension between proponents of cyber security and 
Internet freedom. 

the tensions Between Cyber Security  
and internet Freedom
There exists a real challenge in balancing the 
principles of freedom of expression on the Internet, 
in which users can act anonymously, and a secure 
environment in which users seeking to do harm 
can be identified and stopped by responsible 
governments. What worries Internet freedom 
advocates is that security concerns will trump the 
unfettered right of individuals to freely communi-
cate online. In order for policymakers to navigate 
the tensions between cyber security and Internet 
freedom, they first must understand precisely 
where those tensions exist. 

ANoNymity verSuS AttriButioN
Cyber security proponents generally wish to have 
greater transparency in online behavior and have 
focused on improving the ability of security moni-
tors to reliably identify malicious users and track 
their activities. “Anonymity is the fundamental 
problem we face in cyberspace,” said Stewart Baker, 
former Chief Counsel for the National Security 
Agency, at an April 2010 Internet conference in 
Germany.16 Online transparency and attribu-
tion, according to security practitioners, allow 
law enforcement to pinpoint the origins of cyber 
attacks and intrusions, which could serve as an 
effective deterrent mechanism. Former Director 
of National Intelligence ADM Mike McConnell 
has argued for modifying the Internet to make 
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anonymity more difficult, saying “We need to 
re-engineer the Internet to make attribution, 
geo-location, intelligence analysis and impact 
assessment – who did it, from where, why and what 
was the result – more manageable.”17 

Similarly, the administration is reportedly debat-
ing whether to require Internet communications 
services to include surveillance capabilities in 
their products that could enable law enforcement 
agencies to access digital information (presumably 
pursuant to a warrant). Speaking to a congressional 
committee, the FBI’s top lawyer referenced a child 
predator using a social networking site that, she 
said, lacked “the necessary technological capabil-
ity to intercept the electronic communications.”18 
It is easy to see how requiring online communica-
tions to have a back door available for government 
intercepts could undermine U.S. efforts to promote 
Internet freedom. Not only would such a require-
ment set a precedent for autocratic states to cite 
in establishing their own practices, but repressive 
regimes might demand access to the same back 
door that private companies opened for the U.S. 
government.

These impulses bump up against the Internet 
freedom agenda, which emphasizes online anonym-
ity. The BBG, for instance, has provided funding to 
technology companies to develop so-called “anony-
mizing” systems. Such recipients include Freegate 
and Psiphon, which operate through proxy servers, 
and the Tor Project, which received nearly 750,000 
dollars from the BBG between 2006 and 2010.19 Tor 
uses an “onion routing” network (in which messages 
are encrypted and pass through several network 
nodes known as “onion routers”) developed by the 
U.S. Navy to encrypt communications between 
proxy servers, removing layers of encryption as 
information is transmitted among proxy serv-
ers around the world. The network allows users to 
hide their location from websites they are visiting, 
enabling them to evade governments and others 
attempting to trace their location. (For example, a 

Tor user in Iran might appear on a website registry 
as a user in Germany if the last proxy server used 
was located in Germany.) It is important to note that 
these types of networks are designed with no back 
door for the U.S. government or other law enforce-
ment agencies to access and monitor the secured 
communication or Web traffic. Experts at Tor, for 
example, argue that because their software is open 
source, users could identify any back door in the 
source code, compromising the software’s integrity 
and prompting users to find other programs with-
out a back door. They also maintain that systems 
containing a back door or “lawful intercept” feature 
are insecure by design. Criminal networks and oth-
ers seeking to monitor law enforcement users can 
exploit any back door that can bypass the controls 
and auditing functions. 

Concerns about the implications of anonymous 
Internet use go beyond cyber security threats to 
the threat online users can pose to other elements 
of American national security. Technologies such 
as Tor, for instance, have come under question 
from those who worry they will be used not only 
by dissidents and democracy activists, but also by 
criminals and terrorists.20 The very anonymizing 
tools and point-to-point encrypted communica-
tion technology that the State Department and 
BBG are funding could, some experts caution, 
be used by international terrorist organizations 
to coordinate and carry out attacks undetected 
by the U.S. government agencies charged with 
defending the country.21 While not reacting 
specifically to government-funded anonymity 
tools, the FBI has been outspoken for years about 
the potential risks associated with the spread of 
sophisticated encryption technologies.22 As early 
as 1993, the National Security Agency developed 
a “Clipper chip” designed for use in secure voice 
transmissions by telecommunications companies 
– but with a back door for the U.S. government.23 
(After a public outcry by privacy activists, the 
program was abandoned.) 
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The primary purpose of BBG programs is to 
provide foreigners access to its own online materi-
als – so, for instance, a Chinese citizen can access 
news stories on Voice of America’s website, which 
is blocked in China. However, while BBG-provided 
proxy servers and other technologies land users 
on a BBG website, they do not require users to stay 
there – so even if users do not use them for direct 
peer-to-peer communication, criminals or terror-
ists could nevertheless use BBG proxy servers to 
access terrorist propaganda or websites that teach 
bomb-making and other illicit skills. Similarly, 
activists seeking to evade government surveil-
lance can purchase prepaid mobile phones that 
lack unique identifiers, and the U.S. government 
is reportedly hoping to fund projects that would 
leverage mobile technology. But because criminals 
and terrorists also seek to use such phones, a num-
ber of governments have begun outlawing them.24 
As Evgeny Morozov points out, “The frequent use 
of new technologies by terrorists, criminals, and 
other extreme elements presents a constant chal-
lenge to Western governments who would like to 
both empower democratic activists and disem-
power many of the sinister non-state groups that 
are undermining the process of democratization.”25

The issue is further complicated, however, by the 
fact that U.S. government-supplied circumven-
tion tools are not the only option for individuals 
wishing to communicate anonymously or access 
banned websites. Providers of these technologies 
acknowledge they could be used by bad actors, but 
argue that criminals and terrorists are far more 
likely to use botnets (collections of compromised 
computers running automated software, generally 
without the knowledge of their users) and other 
illicit tools instead of settling for the less effective 
tools offered by the U.S. government (the govern-
ment-sponsored tools can be slower than others, 
have restricted bandwidth and contain other 
features that make illicit tools more attractive by 
comparison). “Mujahideen Secrets 2,” for example, 

is a jihadi-developed encryption tool designed 
to allow al Qaeda supporters to communicate 
online.26 Hijacking computers, employing botnets 
and stealing identities are intrinsically illicit activi-
ties, and as a result criminals are much more likely 
than activists to employ such tools and techniques 
to access banned information and ensure anony-
mous communications. 

The tension between Internet freedom and cyber 
security becomes yet more complicated as provid-
ers of anonymity technologies tout their use to 
security personnel themselves. It has been the case, 
for example, that law enforcement officials have 
attempted to access child pornography sites in 
order to track down and then arrest violators. By 
using tools to do so anonymously, they can ensure 
that the managers of these illicit websites do not 
realize they are being watched by police. To do 
this, law enforcement personnel have used the very 
same technologies that sometimes worry them in 
other contexts.

On balance, while it is impossible to eliminate the 
possibility that government-sponsored technolo-
gies will be used by bad actors, it is important to 
note that average citizens often have no such alter-
native. As a result, it seems reasonable to wager 
that even if some bad actors use these technolo-
gies, they will pale in comparison to the number 
of users simply wishing to access neutral media. 
(Beyond the availability of more effective alterna-
tives, one must also wonder whether programs 
sponsored by the BBG would be al Qaeda’s first 
technology of choice.) 

Perhaps more important is ensuring that the 
technologies sponsored by the U.S. government 
actually work. In 2010, for instance, Haystack, 
software developed by the now-defunct Censorship 
Research Center that aimed to circumvent Iranian 
censors, captured the imagination of officials at 
the State Department and on Capitol Hill. Yet 
its developers did not submit the technology for 
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independent analysis before release, and a group of 
experts was subsequently able to crack its encryp-
tion in less than a day – suggesting that the Iranian 
regime might have been able to identify Haystack’s 
users.27 This episode illustrates the need to subject 
any circumvention technologies to rigorous techni-
cal review and independent evaluaion – including 
by outside experts when necessary – before they 
are deployed. To do otherwise risks not only wast-
ing taxpayer dollars but also putting dissidents and 
activists at great risk. 

iNterNAtioNAl CyBer SeCurity NormS verSuS 
iNterNet Freedom priNCipleS
International norms that define appropriate cyber 
security behavior could pose a threat to Internet 
freedom if not carefully crafted. Indeed, the 
international community has expressed renewed 
interest in discussing international cyber security 
norms. Recently, British Foreign Secretary William 
Hague announced at the February 2011 Munich 
Security Conference that the United Kingdom was 
prepared to host an international conference to dis-
cuss international norms for cyberspace by year’s 
end, and France sought to elevate such issues in the 
May 2011 G8 discussions. 

The effort to develop international norms govern-
ing conduct in cyberspace touches both cyber 
security and Internet freedom. American policy-
makers have struggled to find common ground 
with U.S. allies and partners on defining permis-
sible speech in the context of cyberspace. Internet 
freedom advocates are equally plagued by how 
to deal with friendly governments that restrict 
content that would otherwise be appropriate in the 
United States.

One difficulty is the lack of agreement by states 
on how precisely to define cyber security. Western 
governments talk about cyber security as protect-
ing against assaults on and intrusion of cyber 
systems and critical infrastructure, such as electric 
utilities, government servers, financial systems and 

telecommunications networks. In contrast, some 
governments have taken a very different view of 
cyber security, one that encompasses “informa-
tion security,” including limits on speech and free 
expression. Russia, for example, has employed the 
term “information war” or “information terrorism” 
to describe the menace against which governments 
must secure themselves in the cyber realm. At 
an April 2008 U.N. conference, a senior Russian 
official argued, “Any time a government promotes 
ideas on the Internet with the goal of subverting 
another country’s government – even in the name 
of democratic reform – it should qualify as ‘aggres-
sion.’”28 Russia successfully moved this concept 
of “information war” forward when the term was 
adopted by the six-member Shanghai Cooperation 
Organisation in a 2009 accord. Reports indicate 
that the accord defined “information war,” in 
part, as an effort by a state to undermine another’s 
“political, economic and social systems.”29 These 
examples demonstrate that at least some autocra-
cies conceptualize cyber security differently than 
does the United States – and that their definitions 
cannot be embraced by the United States without 
unacceptable infringements into basic freedom 
of expression. It also shows how wary the United 
States must be of attempts by other governments 
to create international agreements and norms that 
would define “information security” and similar 
concepts in a way that would limit the online free-
dom the U.S. government seeks to promote.

But the normative challenges extend well beyond 
definitions of what constitutes cyber security. 
Indeed, some experts have debated norms that 
would hold nations responsible for attacks emanat-
ing from their networks or servers. Critics from the 
cyber security community argue that such a norm 
would be unacceptable to the United States because 
America has the largest volume of cyber attacks 
stemming from its networks. Yet equally important 
is the chilling effect that such a norm could have 
on online expression in authoritarian countries. 
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The emergence of such a norm could provide an 
incentive – or at least an excuse – for governments 
to crack down on cyber dissidents, censor content 
and limit Internet traffic, citing their responsibility 
to monitor any potential attacks emanating from 
anywhere on their networks. 

In his book Cyber War, former U.S. cyber czar 
Richard Clarke advocates a private secure network 
for the federal government – a “Govnet” – as well 
as potentially secure networks for other criti-
cal industries, such as financial institutions, the 
medical community, electrical utilities and the 
transportation industry (e.g., air traffic control).30 
While Clarke does not advocate abandoning a pub-
lic Internet, the development of separate, secure 
Intranets could prompt governments that wish to 
insulate their societies from the global Internet to 
develop national Intranets. Iran is reportedly at 
work on developing a nation-wide Intranet, and 
in the extreme case of North Korea there exists a 
completely isolated domestic Intranet. This bal-
kanization of the Internet would quite obviously 
erode online freedom and diminish the benefits of 
interconnectedness that has made the Internet a 
transformative tool in societies around the world. 

Constructing acceptable international norms that 
balance America’s cyber security interests with 
the desire to maintain an open and free Internet 
can be difficult, given the opposition of authoritar-
ian regimes. But it is made harder still because of 
the disjunction between the U.S. position on free 
expression and those of even America’s closest 
democratic partners. While the U.S. government 
recognizes some limits on free expression – child 
pornography, slander, perjury, “fighting words” 
and other expressions are illegal, online or off – its 
commitment to free speech is nevertheless the 
most absolute of any major country. Germany, 
for instance, prohibits Holocaust denial online; 
France does not allow the sale of Nazi para-
phernalia over the Internet; and Turkey banned 
YouTube for two years because it refused to remove 

videos the courts deemed insulting to Mustafa 
Kemal Ataturk. Governments in Britain, Italy and 
Germany have also established lists of blocked 
websites – particularly those containing child 
pornography, online gambling or hate speech – but 
again, these lists are often neither transparent nor 
accountable to the public.31 

At first glance, such moves provide an opening to 
autocratic governments that seek to ban online 
content. Why, after all, should it be legitimate for 
France to ban online speech that incites racial or 
religious hatred (as it does), but not legitimate for 
China to outlaw online speech that criticizes the 
Communist Party? As autocratic governments 
may increasingly point to these examples in an 
effort to justify their own Internet repression, it 
is incumbent upon the United States to articulate 
vocally the distinction between restrictions on 
free speech put into place by democratic politi-
cal systems and those enacted by dictatorships. 
While Americans may disagree with the limits on 
online expression enforced by democratic part-
ners, it is nevertheless the case that their decisions 
are made by governments ruling with the consent 
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of the governed. Decisions to censor or otherwise 
restrict the Internet in countries like China and 
Iran, on the other hand, are handed down by 
diktat by autocratic governments that view free 
expression as a threat to their political power. 

Nevertheless, there are additional tensions pro-
voked by America’s democratic partners beyond 
their specific restrictions on particular forms 
of expression. The Additional Protocol to the 
European Convention on Cybercrime is emblem-
atic of these. The convention is designed as a 
mechanism by which states can harmonize their 
domestic laws relating to various types of cyber-
crime. At first glance, this would seem precisely 
the kind of effort that the United States would wish 
to support on security grounds. Yet the protocol 
requires signatory states to criminalize such activi-
ties as distributing xenophobic or racist material 
through a computer system; expressing denial, 
“gross minimization” or approval of a genocide 
or crimes against humanity through a computer; 
distributing insults to people because of their race, 
color, religion, national or ethnic origin through 
a computer system or aiding and abetting any of 
these acts. The Additional Protocol has been signed 
by Albania, Cyprus, Denmark, France, Slovenia 
and Switzerland. While the United States ratified 
the underlying convention in 2006, it declined 
to join the Additional Protocol, believing it to be 
inconsistent with constitutional guarantees.32 

In the midst of these competing normative defini-
tions of cyber security, cyber crime and information 
security, the United States has a key role to play. 
Much of the time it will be defensive; the U.S. gov-
ernment should push back hard against the kinds 
of definitions adopted by the Shanghai Cooperation 
Organisation and that are routinely offered by Russia 
at the United Nations. It will need to continually 
articulate the distinction between political speech 
permissible under such regimes as the Universal 
Declaration of Human Rights and truly illicit online 
activity. There will be instances in which the U.S. 

government will need to oppose the drives for more 
restrictive international norms spearheaded by some 
of America’s closest friends. And the United States 
will need to develop a more coherent position on 
how to deal with American companies that provide 
technologies to autocratic governments that aid in 
censoring, monitoring and other activities the United 
States deems illegitimate.33 

deFeNdiNg AgAiNSt AttACkS verSuS 
emBoldeNiNg AutoCrACieS 
Beyond the provision of technology and the 
establishment of international norms, the very 
effort to preserve security can have implications 
for America’s Internet freedom agenda. In 2010, 
some 250,000 classified and unclassified diplo-
matic cables were stolen from the government and 
subsequently posted on the website WikiLeaks. 
Some Internet freedom advocates have criticized 
the administration for not publicly dissuading 
patriotic hackers from attacking the website.34 A 
central concern of these experts is that authori-
tarian regimes could tacitly support or overtly 
encourage similar DDoS attacks against domestic 
sites that host threatening political content or that 
publish what the regime defines as “state secrets.” 
To be sure, such regimes do not need American 
precedent to engage in Internet repression, but the 
United States should avoid handing them any addi-
tional rhetorical or normative ammunition. The 
American drive to expand the international obser-
vance of Internet freedom norms is based, in part, 
upon its own credibility in this domain. It is thus 
incumbent to make clear the distinction between 
impermissible speech as defined by democracies 
with the rule of law and due process, and by autoc-
racies seeking to prevent expression that could 
threaten their regimes – or that merely criticizes 
their policies and officials. Yet this will continue to 
be a difficult case to make; each instance in which 
the United States attempts to defend its security 
online will have to be examined and the reasons 
behind it articulated anew.
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The U.S. military has outlined a cyber security 
strategy based on active defense, which includes 
defending defense networks from malign pro-
grams and actively blocking malicious software 
before it attempts to enter military networks.35 
Although such instances of hunting down 
destructive content outside defense networks 
would be rare, the head of the military’s newly 
established Cyber Command has argued that the 
United States must have offensive cyber capabili-
ties to shut down attacking systems.36 Even before 
it announced the new approach, the U.S. military 
reportedly attempted to take down a website 
based in Saudi Arabia that was suspected of facili-
tating suicide bombings in Iraq. In its attempt 
to disable the site, the military inadvertently 
disrupted some 300 servers in the Middle East, 
Europe and the United States.37

The U.S. Congress last year debated a bill that 
would authorize greater government control over 
the digital infrastructure in the event of a nation-
wide cyber attack.38 Though media reports about a 
so-called Internet “kill switch” are erroneous (and 
a newly introduced version explicitly prohibits any 
government employee from shutting down the 
Internet), the bill nevertheless raised concerns that 
providing such authority would have deleterious 
effects on Internet freedom. While interpreting 
the bill remains contested territory, an expert with 
the Electronic Frontier Foundation, for instance, 
warned, “The president would have essentially 
unchecked power to determine what services can 
be connected to the Internet or even what content 
can pass over the Internet in a cyber security emer-
gency.”39 The bill’s sponsors would likely contest 
this characterization and note that the president’s 
powers could be exercised only in extreme emer-
gencies and pursuant to limitations. Nevertheless, 
the notion that the United States is facilitating the 
government’s ability to restrict traffic over large 
portions of the Internet could complicate its efforts 
to promote online freedom norms. 

It is critical to establish precise, widely understood 
scenarios under which the government can declare 
an emergency and the powers it could exercise in 
such an instance. Loosely defined legal notions of 
what constitutes a “national cyber emergency” that 
would give national leaders emergency powers to 
restrict Internet activity could set a precedent by 
which authoritarian regimes shut off the Internet 
during their own “cyber emergency” – such as 
widespread anti-government protests. Yet again, 
there is a distinct difference between a presiden-
tial order to restrict some forms of Internet traffic 
in the face of a cyber attack on America’s critical 
infrastructure and President Mubarak’s deci-
sion to shut down his nation’s Internet during the 
democratic revolt in Egypt. In drafting legislation 
intended to protect the nation’s cyber systems and 
infrastructure, the U.S. government must tread 
carefully and quash any perceptions that it is 
acceptable to use a “national cyber emergency” to 
trample on freedom of expression. 

CoNtrolliNg CyBer toolS verSuS eXemptiNg 
iNterNet Freedom teChNologieS 
U.S. export controls present a particular challenge 
in balancing America’s cyber security and Internet 
freedom interests. For years the United States has 
relied on controls enforced by the Departments of 
Commerce and Treasury to regulate overseas sales 
of merchandise and materials to states that pose a 
threat to U.S. national and economic security. In 
addition to depriving sanctioned states of the eco-
nomic benefits of U.S. manufacturing goods and 
merchandise, these export controls are intended to 
prevent the transfer of goods that could be used to 
bolster military or intelligence gathering capabili-
ties or for other malign purposes. The export of 
sensitive computer hardware and software, such 
as cryptographic programs and other encryption 
technologies that scramble messages and data, 
have been controlled, in part to prevent unfriendly 
states from acquiring cyber capabilities that could 
be used against the United States or its allies. Until 
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recently, basic Internet communications services 
had also been treated as a controlled export to 
states such as Cuba, Iran and Sudan. 

The Obama administration in 2010 launched an 
initiative to reform U.S. export controls across 
the board, in an effort to relax restrictions on 
technologies that are already widely available in 
other markets while bolstering the security of the 
most sensitive American exports.40 Some of these 

controls have prevented the kind of free online 
expression that the U.S. government now has a 
policy of promoting. Last March, the Treasury 
Department issued a general license for Internet 
service technologies that would allow technol-
ogy companies to export photo sharing and other 
social networking and communications services 
to users in Cuba, Iran and Sudan. Administration 
officials have cited this move explicitly as an 
element of the government’s Internet freedom 
agenda.41 In June, the Commerce Department 
revised its restrictions on the export of most 
mass-market electronic products with encryp-
tion functions and eliminated a technical review 
of these items, including cell phones, laptops and 
computer drives, allowing them to be exported 
without a license.42 This step, too, by making 

available encrypted communications products to 
activists and others abroad, may constitute a step 
forward in promoting Internet freedom.

Yet export controls remain burdensome in a num-
ber of areas. Administration officials themselves 
have privately stated that complex and overlap-
ping export control regulations have a chilling 
effect on commercial industry. U.S. export controls 
currently restrict, for instance, the transfer, trans-
mission and download of open source code that is 
already widely available for free online. This open 
source code includes encryption code for secure 
communications and a suite of other tools that 
could potentially give cyber dissidents and other 
online activists a wider range of options for com-
municating securely and accessing banned content. 
But current export controls require websites that 
host open source code to block access to users 
in sanctioned or blocked countries. Companies 
that host open source code, such as Google and 
Mozilla, face potential criminal liability for non-
compliance, and as a result these companies block 
the Internet protocol (IP) addresses for their open 
source code sites when they are accessed in coun-
tries subject to the restrictions. 

Reforming U.S. export control restrictions on 
information technologies and open source code 
could further the country’s Internet freedom objec-
tives. Currently, the State Department receives a 
blanket license that exempts it from export control 
restrictions when granting funds for circumven-
tion technologies and other software for use in 
export controlled states, such as Iran. Yet the 
license does not apply to the same technology if 
created and exported by an organization that is not 
a State Department grantee. According to some 
administration officials, the investment value of 
blocked open source technology and other software 
and hardware barred by export controls would 
dwarf the State Department’s current investment 
in circumvention and other technologies. 
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toward a Balanced Cyberspace Strategy: 
principles for the way Ahead
Forging a balanced cyberspace strategy – one 
that preserves U.S. security while maintaining 
America’s ability to promote Internet freedom – is 
possible. It will require making choices and think-
ing about old concepts anew. Here we present our 
proposal for a path forward. 

uSe CyBer SeCurity to AdvANCe iNterNet 
Freedom
To the extent possible, the U.S. government should 
move toward cyber security as Internet freedom. 
While funding for circumvention technologies 
remains critically important, an array of cyber 
security programs can, when aimed at dissidents, 
human rights activists and others, constitute a 
significant step in the direction of greater Internet 
freedom. These individuals operating in autocratic 
environments are often highly vulnerable to cyber 
security breaches, whether via government moni-
toring, malware infections, DDoS attacks, botnets 
or other hijacking of their systems, or destruction 
of their online archives. In helping targeted indi-
viduals abroad make their own online operations 
more resilient, the U.S. government can harness 
cyber security knowledge and programs in the 
service of Internet freedom.

Some of these efforts do not require a great 
deal of technical sophistication. Cyber security 
experts argue that merely teaching good “cyber 
hygiene” (e.g., instructing users not to open email 
attachments from unknown senders or click on 
suspicious links), coupled with providing com-
mercially available antivirus and malware suites, 
can prevent up to 90 percent of cyber attacks and 
intrusions.43 Similarly, the U.S. government can 
incorporate into its Internet freedom training 
programs elements aimed at helping individuals 
evade government monitoring. Online activ-
ists frequently err, for instance, by inadvertently 
exempting Web browser certificates that allow 
governments to monitor user activity. Simply 

educating individuals to carefully review the dialog 
boxes requesting permission for government-
registered certificates can reduce the chances 
that they will be subject to online surveillance. 
Similarly, demonstrating for activists abroad how 
to employ password protection techniques, avoid 
keystroke captures and so on can be elemental but 
critical to maintaining security. These and other 
training and technologies are generally thought 
of as “cyber security” efforts rather than Internet 
freedom promotion – and yet they can be both at 
the same time. Similarly, government efforts can 
focus on moving nongovernmental organizations 
toward secure databases, including those contain-
ing information related to human rights abuses, 
and protecting them from compromise. 

In some cases, however, the government will 
simply have to choose. For example, it is inevi-
table that, barring a back door, some will use U.S. 
government-provided circumvention and com-
munications technologies for malign purposes. Not 
only does this risk enabling malign actors directly, 
but should it ever emerge that, for example, terror-
ists were organizing plots with U.S.-funded secure 
communications technologies, the political reac-
tion would be understandably severe. But given 
the availability of alternatives to bad actors, and 
the relative dearth of tools that would otherwise be 
open to dissidents and activists, it is reasonable to 
continue to fund such programs, betting that the 
net benefit will accrue to good actors and not bad. 
In addition, we must imagine for a moment how 
the balance of power would shift from activists 
to autocrats should such tools no longer be avail-
able. Governments and dissidents are engaged in a 
continual cat-and-mouse game, fighting each other 
over censorship and circumvention, monitoring 
and evasion. Governments have no reason to cease 
their efforts, but to the extent that their popula-
tions have fewer technological options because of 
a cessation of U.S. government support, they will 
be weaker in this contest. None of this is to say 
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that providing technology is a silver bullet, or that 
only democratically minded dissidents will employ 
U.S.-funded technologies, or that those who do will 
access mostly political content and communicate 
about political change. It is to say, however, that 
should the United States cease its efforts to sup-
port these technologies, it would shift the balance 
of power away from any dissidents seeking to use 
the Internet and toward bad private actors (who 
can employ botnets and other illicit tools) and bad 
public actors (who would now find monitoring and 
censoring their citizens easier).

reAlize thAt teChNology iS JuSt pArt  
oF the ANSwer
The U.S. government should build into both its 
cyber security and Internet freedom agendas an 
array of non-technology elements. Despite its 
appearance, the most prominent recent online 
security lapse – WikiLeaks – was not a cyber attack 
but a human intrusion of a secured network – an 
inside job. The alleged violator used his access 
to the network to download classified informa-
tion with basic CD-ROM writing software. While 
technology enabled the intruder (it is easier and 
more discreet to download information to a CD 
than to carry out 250,000 paper files or entire filing 
cabinets), it is nevertheless the case that despite the 
advanced cyber security systems used to protect 
classified U.S. information from external intruders, 
these systems are still susceptible to human intru-
sions from the inside.

In protecting U.S. systems from the “human ele-
ment,” the government should glean lessons that 
can be applied to its Internet freedom promotion 
efforts – and vice versa. In addition to the sophis-
ticated technology arrayed against them in places 
like China and Iran, cyber dissidents and activists 
remain vulnerable to non-cyber efforts to monitor 
and stop their efforts. A user might have the most 
secure point-to-point communications service, for 
example, but that platform becomes moot if the state 
employs traditional surveillance techniques like 

bugging the user’s apartment or placing surveillance 
cameras in Internet cafes. Even the most secure 
networks and advanced circumvention technolo-
gies cannot fully protect individuals against human 
intrusion into networks or human surveillance of 
cyber dissidents living under authoritarian regimes. 

One answer to these vulnerabilities is education. 
Training programs for dissidents and nongovern-
mental organizations should focus not only on ways 
to employ technology but also about how to remain 
secure from non-Internet surveillance practices. In 
this effort, the government should regularly con-
vene practitioners in the fields of cyber security and 
Internet freedom with the aim of harvesting from 
their deliberations lessons that could advance both 
arenas beyond the field of technology. Another role 
for government is in the realm of old-fashioned 
diplomacy. Any Internet freedom agenda will 
require an array of “offline” diplomatic efforts, 
including lobbying foreign governments to liberal-
ize restrictions on freedom of speech, advocating 
for American companies (when they seek such 
diplomatic assistance) under pressure from foreign 
regimes to turn over private data, pressing govern-
ments to release political prisoners and so on. 

review CurreNt eXport CoNtrol 
reStriCtioNS 
The U.S. government should devote particular 
attention in its ongoing export controls review 
to restrictions on Internet and telecommunica-
tions services and technologies, with the aim of 
exempting most, if not all, services and technolo-
gies that are already widely available worldwide 
and that could be used by dissidents and activ-
ists. While the administration has made modest 
efforts to exempt targeted states (e.g., Cuba, Iran 
and Sudan) from existing restrictions on some 
technologies (generally those restricted to personal 
use), this effort should be expanded. To the extent 
possible, the U.S. government should move away 
from state-specific export control exemptions for 
Internet and telecommunications services and 
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technologies and instead apply them universally. 
Doing so will involve difficult tradeoffs; certainly 
no one wishes to make available technologies 
that could, for example, aid the Iranian regime’s 
repression or its illicit nuclear weapons program. 
But modest changes in restrictions on open source 
software, for instance, could enable individuals 
to build platforms through which they can com-
municate beyond the government’s watchful eye. 
While each existing control will by necessity be 
considered on an individual basis, government 
agencies should do so with close consideration of 
the potential role each technology might play in 
furthering America’s Internet freedom agenda. 
The effort should also include a public campaign 
that communicates in simple terms which types of 
commercial services and technologies are exempt 
from sanctions and restrictions. 

For example, applications like MSN (Mircosoft 
Network) Messenger and Skype were unavailable 
to Iranians until March 2010 because of U.S. export 
controls.44 That month, the Treasury Department 
changed its regulations to allow the export to Iran, 
Sudan and Cuba of services and software “incident 
to the exchange of personal communications over 
the Internet,” including instant messaging, email 
and chat, social networking and photo and video 
sharing, and Web browsers and blogging.45 In 
order to qualify for the exception, the applications 
must be publicly available at no cost to the user. 
The department explained that “personal Internet-
based communications are a vital tool for change,” 
noting that the sanctions as they then existed could 
“have an unintended chilling effect on the ability 
of companies to provide personal communications 
tools to individuals in those countries.”46 

This change in U.S. export control regulations is 
a good start. The government should review its 
export controls to ensure that circumvention and 
anonymity technologies – particularly those that 
are similar to tools funded by the U.S. govern-
ment – are not sanctioned. It should also include 

examining restrictions on the export of technolo-
gies to countries like Syria, which was not included 
in the Treasury Department’s 2010 revision.47 In 
addition, and as discussed above, it is necessary 
to review current controls on the export of tech-
nology that is not for personal use only, such as 
websites that host open source code freely available 
to individual users. It should draw a distinc-
tion between those technologies that contribute 
to free online expression (e.g. open source code, 
basic encryption, social networking and com-
munications applications), which should be more 
accessible, and others that are used by foreign gov-
ernments to clamp down on such expression (e.g. 
filtering and monitoring technologies). 

leAd iNterNAtioNAlly oN Both CyBer 
SeCurity ANd iNterNet Freedom 
The United States should take the international 
lead in attempting to resolve the normative issues 
surrounding cyber security and Internet free-
dom. Leading an international conversation on 
cyber security that pushes for a greater accep-
tance of the principles of Internet freedom should 
by necessity make clear what the United States 
believes constitutes legitimate security activi-
ties in cyberspace. Part of this effort will require 
working against efforts by governments such 
as Russia and China to inculcate cyber security 
norms that condone restricting online freedom. A 
global conversation on digital freedom of expres-
sion began in Geneva in 2003 during the first 
World Summit on the Information Society (WSIS) 
and continued in 2005 when international negoti-
ators met in Tunis, Tunisia.48 As noted above, the 
participating states agreed at Tunis that the prin-
ciple of free flow of international communication 
and information should be respected, but a num-
ber of issues remain unresolved, including the 
question of what kinds of protection individuals 
should have from government censorship on the 
Web.49 U.S. leadership at the international level 
should help fill this vacuum or, at a minimum, 
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neuter attempts to define cyber security in a way 
that will infringe on the American vision of uni-
versal Internet freedom. 

Part of this effort requires clearly articulating 
American efforts to secure cyberspace at home. 
For example, the U.S. government must have 
a clearly defined and publicly understandable 
notion of what constitutes a national security 
threat in cyberspace. Making clear that any 
actions associated with protecting against a 
“national cyber emergency” or similar effect by 
restricting Internet traffic will be done accord-
ing to firm principles (e.g. not to target political 
speech, in accordance with due process, etc.) is 
important. Repressive states will use American 
actions as an excuse for their own crackdowns 
irrespective of what the United States does or 
says, but government policy – and government 

statements in particular – should aim to diminish 
their ability to do so. 

The United States cannot do this alone. It should 
push for wider acceptance of norms in global 
forums (as it did in the WSIS), recognizing that 
such efforts will meet with modest success given 
the wide disagreements among states. It should 
push back against the efforts by any states seeking 
to agree on their own, more repressive principles, 
to ensure that such principles have no chance of 
calcifying into broader norms. Most importantly, 
it should work together with democratic partners 
around the world to push for a vision of Internet 
freedom and cyber security that is fundamen-
tally conducive to our own interests and values. 
Disagreements over legitimate and illegitimate 
speech will endure among the democracies, just 
as discord about security notions will continue. 
It has always been thus, but there is much more 
that unites democratic states on these issues than 
divides them. Articulating the distinction between 
countries like the United States and Britain, which 
give law enforcement access to otherwise private 
data pursuant to procedures based on due process, 
and countries like China, which access private data 
without such process, is critical. Doing so together 
with a broad coalition of like-minded countries 
helps to demonstrate that such notions are not 
merely an American (or even a Western) invention 
or an outside imposition, but instead are rooted in 
truly universal human rights. The United States 
should not merely push back against attempts like 
Russia’s to introduce restrictive norms on cyber 
security, but actively work with other innovative, 
economically powerful market democracies to 
seize the norm-building initiative.

Conclusion
In 2011, it is likely that the U.S. government will 
spend more money than ever before on securing 
cyberspace. It will also spend an unprecedented 
amount on promoting Internet freedom. Now is 
the time to move beyond two sets of segmented 
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activities, the first carried out by security-minded 
officials at the Pentagon, the National Security 
Agency, the Department of Homeland Security 
and the FBI, the other implemented by freedom-
minded advocates at the State Department, United 
States Agency for International Development and 
the BBG. The government as a whole, together with 
the private sector, activists outside government 
and others, should together move toward a more 
balanced approach to cyberspace – one that makes 
difficult choices between security and freedom 
where they must be made, and that combines the 
two aims where possible.

There are certainly tensions between securing 
cyberspace and promoting Internet freedom, but 
they should not be treated as if they are in fun-
damental opposition. This chapter attempts to 
provide several principles by which policymakers 
can guide policies that would attempt to pursue 
both. To make progress, the discussion about these 
matters must move beyond the world of technol-
ogy, cyber security or human rights policy alone. 
As a look at the headlines of any recent newspapers 
demonstrates – the Stuxnet worm targeting Iran’s 
nuclear program; the leak of a quarter-million 
State Department cables to WikiLeaks; the top-
pling of governments in Tunisia and Egypt after 
widespread cyber activism; a major attack on the 
Pentagon’s classified computer systems – these 
issues are no longer the province of specialists. 
Indeed, they are some of the most consequential 
questions that drive international affairs today. It is 
time to treat them as such.
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— Author

From the Author

I am neither an academic nor policy expert and have no technology or programming background. I am a Chief Executive Officer and 
investor, who has spent much of my career building companies in environments of rapid change and behavioral paradigm shifts en-
abled (if not unleashed) by interactive and mobile technology. I have also traveled across the globe and seen first-hand the border-
less connections and interdependencies that are at the foundation of these shifts. 

My journey into the vast literature on what is referred to as “cyber security” here on the East Coast and “network security” on the West 
Coast has been eye-opening for two reasons. First, the quality and quantity of people involved is stunning. These women and men 
are working daily to understand and strengthen our society from terrible, disparate, asymmetric, highly sophisticated actors who 
wish to steal from us all or worse. Notwithstanding what I have written here, they have done and do God’s work. 

Second, despite my Internet background, I and my companies fall into virtually every trap of denial, every desire to wish-away these 
threats. This causes the inaction – or perhaps better said, dulls our willingness to question whether we are doing enough – that is 
the central obstacle to improving security. I simply cannot get my mind around our electrical or energy grids going down for months 
or more, and presume our great security apparatus is making sure that it does not – a presumption this paper calls into question. 
In my own companies, I assume my tech team is on top of any security issue, thus I never stop to consider that by merely losing my 
iPhone, I may be inviting a significant economic threat to my company, my customers and my family. 

In network security, and its economic ramifications, we are clearly all in it together.
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By Christopher M. Schroeder

T H E  U N P R E C E D E N T E D  E CO N O M I C 
R I S K S  O F  N E T W O R K  I N S E C U R I T y

In February 2011, James Lewis of the Center for 
Strategic and International Studies (CSIS) testified 
before Congress, and painted a grim picture of 
the past year in cyber security. He outlined an 
extensive – but hardly exclusive – list of network 
attacks (see “Major Network Attacks from January 
2010” text box). Disturbing as they are, significant 
attacks like these were found and thwarted. This 
news may seem encouraging, but we should not 
allow it to lull us into a false sense of security.

Attacks on America’s technological infrastructure, 
targeted industries and businesses are costing the 
United States economy hundreds of millions of 
dollars per year, despite significant analysis and 
actions across the public and private sectors. In 
fact, the real number is likely in the billions, as the 
vast majority of economic attacks go unreported 
and undetected (see “Network Insecurity’s Cost to 
U.S. Businesses” text box).1 Network attacks are an 
unprecedented challenge to American economic 
health and prospects for growth, compounding the 
broader global and domestic economic pressures 
of excessive debt and instability. The attacks are 
borderless, insidious, constantly changing and 
difficult to source and stop. As Lewis testified: 
“Despite all the talk, we are still not serious about 
cyber security.”2

The connection between the private sector and 
national security has never been more intertwined 
than in the area of network security. Network 
attacks that cost the U.S. military sensitive losses 
of intellectual property are of the same nature as 
those that jeopardize the deposits in major banks. 
In fact, it is increasingly likely that two such 
seemingly separate attacks could be part of the 
same orchestrated attack.

Through the prism of the private sector, but with 
clear link to broader national security concerns, this 
chapter will explore three areas: the scope of the 
economic ramifications of weak network security; 
the barriers blocking greater progress in addressing 
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January 2010: Chinese agents allegedly penetrate 
Google and 80 other U.S. high-tech companies’ 
networks to gain access to activist Gmail accounts 
and password management systems.

January 2010: Intel experiences a harmful cyber attack.

march 2010: NATO and European Union networks 
report “significant” activity and cyber attacks on their 
networks.

march 2010: The legal defense team of Australian 
company Rio Tinto is hacked to gain inside 
information on the trial defense strategy.

April 2010: Hackers break into classified systems 
belonging to the Indian Ministry of Defence and 
Indian embassies around the world – accessing 
information on defense and armament planning.

may 2010: Someone leaks a Canadian Security and 
Intelligence Service report, underscoring the nature 
of specific threats to the government of Canada, 
Canadian universities, private companies and 
individual customer networks.

Source: Carole Theriault, “CSIS Expert Lists Worst Cyber Security Breaches since 
January 2010,” Naked Security (21 March 2011).

october 2010: Stuxnet, a malicious software that 
interferes with a computer’s normal functioning, 
attacks Siemens-produced industrial control systems 
in Iran, Indonesia and elsewhere, resulting in 
significant physical damage.

october 2010: Hackers steal over 12 million dollars from 
five banks in the United States and Britain using Zeus 
malware, available on the black market for 1,200 dollars. 

december 2010: Hackers pretending to come from 
the White House attack the British Foreign Ministry, a 
defense contractor and other British interests.

January 2011: The Canadian government reports 
a “major cyber intrusion” involving defense 
research requiring them to disconnect the Finance 
Department and Treasury Board from the Internet.

march 2011: Hackers attack French government 
computer networks for sensitive information on 
upcoming G-20 meetings.

march 2011: Foreign hackers penetrate the South 
Korean defense networks in an attempt to steal 
information on the American-made Global Hawk 
unmanned aircraft.

major Network Attacks from January 2010

these weaknesses despite the clear evidence of 
their impact; and the limits of some of the current 
recommendations to strengthen cyber security.

This chapter outlines three conclusions. First, while 
communication between the private and public 
sectors is improving, vast insight and experience 
remain highly compartmentalized within industry 
sectors and among individual branches of national, 
state and local governments. Second, most 
organizations themselves are compartmentalized. 
These organizations often presume network 
security is a “tech” issue rather than one that 

affects all individuals and areas of operations. 
Third, by breaking down external and internal 
compartmentalization, there can be shared learning, 
not only about technology and foiling attacks, but 
about the significant shifts in human behavior 
triggered by social networks. These behavioral 
shifts, as much as technological sophistication, are 
understood and exploited by those who wish to do 
us harm.

Scope of problem 
Two studies have become the preeminent analysis 
on the direct economic impact of penetration 
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of U.S. networks. The Ponemon Institute’s July 
2010 study benchmarked the magnitude of 
specific costs to businesses from average breaks 
in network security. Also, a 2009 McAfee study 
focused specifically on the intellectual property, 
data and business risks inherent in the basic 
ways we all do business today (see “Network 
Insecurity’s Cost to U.S. Businesses” text box). Both 
studies are eye opening – even with major crises 
so far averted – and underscore that we remain 
generally unprepared for the magnitude of network 
insecurity. While the United States may not be 
totally asleep at the switch, our good fortune has 

made us complacent. In fact, coming through the 
economic downturn, there is evidence that the 
United States is nationally spending less time and 
money to protect network infrastructure. In 2010, 
a CSIS study found that two-thirds of American 
firms had reduced information security spending 
in the past year and 27 percent of those reductions 
exceeded 15 percent.3 

Thinking in broad, aggregate numbers can be 
paralyzing – millions per business, billions for 
entire sectors or a trillion or more globally; it 
suggests only radical, massive intervention can 

2010 poNemoN iNStitute Survey  
oF 45 BuSiNeSSeS

“…the median annualized cost of cyber crime of the 
45 organizations in our study is $3.8 million per year, 
but can range from $1 million to $52 million per year 
per company.”

“The most costly cyber crimes are those caused by 
web attacks, malicious code and malicious insiders, 
which account for more than 90 percent of all cyber 
crime costs per organization on an annual basis.”

“The average cost to mitigate a cyber attack for 
organizations with a high SES (“high security 
effectiveness” score, a method created by PGP 
Corporation and Ponemon based on a ranking on 24 
security features or practices) is substantially lower 
than organizations with a low SES score.” 

“On an annualized basis, information theft accounts 
for 42 percent of total external costs. Costs associated 
with disruption to business or lost productivity 
accounts for 22 percent of external costs.” 

Sources: Ponemon Institute, “First Annual Cost of Cyber Crime Study” (July 
2010): 1-2; New School Security, “A critique of Ponemon Institute Methodology 
for ‘Churn’” (25 January 2011); and “Another Critique of Ponemon’s Method of 
Estimating ‘Cost of Data Breach’” (26 January 2011). 

mCAFee’S 2009 “uNSeCured eCoNomieS” 
report oF iNterNAtioNAl CompANieS

 “…more and more vital digital information, such 
as intellectual property and sensitive customer 
data, is being transferred between companies and 
continents—and lost. The average company has $12 
million (USD) worth of sensitive information residing 
abroad. Companies lost on average $4.6 million 
worth of intellectual property in 2008.”

“The global economic crisis is poised to create a 
perfect information security risk storm, as increased 
pressures on firms to reduce spending and cut 
staffing lead to more porous defenses and increased 
opportunities for cybercriminals. Forty-two percent 
of respondents interviewed said laid-off employees 
are the biggest threat caused by the economic 
downturn.”

“Geopolitical perceptions are influencing data policy 
reality, as China, Pakistan, and Russia were identified 
as trouble zones for various legal, cultural and 
economic reasons.”

“Cyberthieves have moved beyond basic hacking and 
stealing of credit card data and personal credentials. 
An emerging target is intellectual property.” 

Source: McAfee Corporation, “Unsecured Economies: Protecting Vital 
Information” (29 January 2009): 3.

Network insecurity’s Cost to u.S. Businesses
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address the problems. But breaking down the 
issues by industry segment and cost vulnerabilities 
makes the issues more clear and opportunities 
more digestible. 

The following are specific examples of the direct 
costs to four specific business sectors (electricity, oil, 
small business and cloud computing); the indirect 
threat posed to a sector or companies’ supply 
chains; and the reputational costs in the loss of 
intellectual property and brand value. In addition, 
the recent earthquake tragedy in Japan – a real-life, 
real-time example of the ramifications on a highly 
integrated economy by a different force of disruption 
– highlights how these costs can interconnect and 
compound due to unexpected attacks.

direCt CoStS iN eleCtriCAl power, oil, SmAll 
BuSiNeSSeS ANd Cloud ComputiNg
The United States has experienced significant 
recent network attacks on its electrical grid – 
both direct and immediate attacks, and “softer” 
penetrations that steal data and enable attacks to 
disrupt the infrastructure itself on a later date. 
Notably, many of the intrusions were detected 
not by the companies themselves, but by U.S. 
intelligence agencies worried about network 
attackers taking control of electrical facilities, 
nuclear power plants, sewage and financial 
networks. To get a sense of the economic 
ramifications far short of an Armageddon-like 
shutdown of the grid for months, one can look 
as far back as 2000. Then, a single, disgruntled 
employee rigged a computerized treatment plant 
in Australia, releasing over 200,000 gallons of 
sewage into parks, rivers and grounds around 
a Hyatt Hotel, and costing millions in damage 
and cleanup. In the subsequent decade, countless 
network attacks to power equipment have been 
reported in multiple regions outside the United 
States followed by costly extortion demands by the 
attackers.4 One would think small, but significant, 
events like these would put urgency into action 
to improve the systems. But last month, the U.S. 

Department of Energy inspector general found 
that federal testing revealed that standards did not 
always include controls commonly recommended 
for protecting critical information systems, 
including tough password and login protections, 
noting: “The plodding implementation isn’t 
happening fast enough; risks to the nation’s power 
grid aren’t being mitigated or addressed in a 
timely manner.”5 In fact, there are few universally 
agreed upon definitions of “critical infrastructure,” 
leading to lack of clarity of when to report an 
event. The inspector general found that “lack of 
stringent requirements for defining critical assets 
contributed to significant underreporting of these 
assets.” Federal officials said power companies had 
probably undercounted their critical assets and 
associated critical cyber assets. Undercounting 
often occurs as definitions of “assets” are not only 
imprecise but companies do not like to report 
incidents with specificity in order to protect their 
reputations. The cost in such compromised assets 
and subsequent business, therefore, is undoubtedly 
significant and greater than we think.6 

U.S. oil and gas industries share similar 
vulnerabilities. When companies such as 
ExxonMobil, Marathon Oil and ConocoPhillips 
were targeted in 2008, their management teams did 
not fully appreciate the magnitude until the Federal 
Bureau of Investigation (FBI) alerted them. The 
intruders accessed things like email passwords and 
messages, and stole information from the types of 
executives who would have access to proprietary 
exploration and fossil fuel discovery information. 
These events have included the use of custom-
made spyware that usual antivirus and electronic 
defenses could not detect, which at times specifically 
targets high-level executives (vice president and 
above). Indeed, some experts say the best traditional 
defenses still miss more than 20 percent of even basic 
Trojan attacks, as noted in 2010 by an investigative 
reporter at The Christian Science Monitor. As these 
companies spend hundreds of millions on energy 
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exploration, an attacker would gain enormous 
financial and timing advantage by knowing what 
they know. “Identity theft is small potatoes compared 
to this new type of attack we’ve been seeing the past 
18 months,” noted Scott Borg, who heads the U.S. 
Cyber Consequences Unit, a nonprofit that advises 
government and the private sector. “This is a gigantic 
loss with significant economic damage.”7 

Smaller and medium sized businesses – 
representing the lion’s share of U.S. business 
interaction and job creation – are often more 
vulnerable, less sophisticated and the least 
able to spend on network security. With these 
structural vulnerabilities, and bank accounts 
larger than average citizens, small and medium 
sized businesses are increasingly targets of 
criminal intent.8 By using 100 to 200 dollar off-
the-shelf “do it yourself ” toolkits, cyber criminals 
can easily gain access to the balance sheets of 
companies; manipulate stock behavior; locate 
payroll information; get a hold of corporate bank 
statements and transfer money from that business 
or make transfers between accounts; gain access 
to companies’ budgets and private financial 
statements; steal companys’ product roadmap and 
research and development work-plan for industrial 
espionage; capture companies’ credit card numbers 
for purposes of fraud; or steal intellectual property.9 
Larger retailers Marshalls and TJ Maxx recorded 
an after-tax cash charge of near 118 million dollars 
stemming from a January 2007 attack.10 Smaller 
retailers could be knocked out of business entirely.

Most recently, Virginia Tech and many other small 
colleges in the United States, which are all about the 
same size as medium businesses, have been affected. 
In February 2011 Virginia Tech discovered that the 
Zeus virus had entered its computer systems through 
its controller’s office. The Zeus virus “operates by 
gaining access to information stored on a hard drive 
and entered online, and it can record keystrokes and 
take screen shots on a computer it has infected,” and 
in this case hackers “accessed a spreadsheet of social 

security numbers and other personal information for 
369 employees.”11 

Technological innovation for both large and small 
business has garnered enormous efficiency and cost 
benefits but has introduced new vulnerabilities in 
business opportunities. Cloud services companies 
enable businesses and institutions to secure 
business and personal data and services to be 
hosted independently on external servers. These 
are enormous growth businesses for established 
players such as Amazon and Google and many 
innovative, early stage companies. One of the 
core propositions of these enterprises, however, is 
offering these services in utterly safe and secure 
environments. The impact to these businesses of 
a successful network attack could be existential. 
They raise costly, unresolved considerations. There 
is no clear answer on which – the cloud company, 
the company reliant on the cloud or the user – 
is financially liable for the damage caused by a 
cloud attack.12 Real examples of data penetration, 
vulnerability and economic risk in the cloud 
happen regularly, though often underreported, such 
as thought-to-be private MySpace photos stolen 
several years ago, regular “disappearances” of credit 
card numbers across sectors and the April 2011 
cloud outage at Amazon Web Services. 

Supply ChAiN CoStS
Inadequate network security carries a high direct 
price tag, yet costs extend well beyond the loss 
of internal data, process operations and personal 
information. The increased reliance on real-time 
supply chain and distribution networks creates 
compounding risk. Consider, for example, that 
Japan supplies 40 percent of flash memory 
chips and one-fifth of semiconductors to global 
consumer electronics industries.13 These numbers 
are, in all likelihood, understated since disclosures 
of origin are vague and many non-Japanese 
manufacturers market products sourced in Japan. 
The ramifications of supply chain disruption 
here would be significant. Early reporting 
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on automakers, while somewhat speculative, 
estimated that around 320,000 units in projected 
vehicle production lost were lost because parts 
and components were delayed by Japan’s crisis. 
Inventories helped to guard against disruptions, 
but eventually they run out. Businesses were forced 
to alter production plans in other ways. General 
Motors Co., for example, asked employees to limit 
travel and expenses, Nissan halted production 
at four factories, Toyota closed two assembly 
plants and Sony closed at least six factories.14 
Such shutdowns have compounding behavior on 
unemployment and purchasing potential.

There is, at the same time, a “new” sphere of 
supply chain vulnerability that covers not only the 
operational, product creation and distribution of 
an enterprise but touches every critical relationship 
of a company necessary to thrive. “Hacktivists” 
combining physical and network attacks, often hard 
to track or address, seek to bring companies to their 
knees by disrupting their supply chains and every 
related company relationship. The most infamous 
example came several years ago from Stop 
Huntingdon Animal Cruelty (SHAC). According 
to its websites, SHAC is “an international animal’s 
rights campaign to close down Huntingdon Life 
Sciences,” a company that “tested medical and 
non-medical substances on 75,000 animals every 
year from rats to primates.”15 Putting aside one’s 
view on the issues, stop and consider the tactics 
that landed many of the SHAC founders and its 
agents in prison. Targets were not merely addressed 
by lawful protests of the company, but physical 
and network attacks on its employees, employees’ 
families, shareholders, customers, company 
business partners, their business partners’ business 
partners, insurers, caterers, cleaners, children’s 
nursery schools and office suppliers. Many of the 
most egregious attacks occurred in the “physical” 
world – threats, intimidation, violent vandalizing – 
but stolen data on activities, names, addresses were 
all seized, shared and made available online.16

iNtelleCtuAl property ANd BrANd CoStS
The essence of all businesses of any size is the trust 
and credibility they create among their clients, 
employees and other constituencies. Of all the 
costs, the value of that trust – manifested in a 
company’s brand and the proprietary information 
and expertise created – may appear harder to 
pinpoint. The American National Standards 
Institute notes the federal government tried to put a 
number on the issue of damaged brands and stolen 
intellectual property. It believes that the global cost 
from cyber attacks around intellectual property 
alone exceeded 1 trillion dollars in 2009 due to 
theft of personally identifiable information, system 
inefficiency and down time, loss of customers and 
negative impacts on corporate share values.17 If the 
numbers were half of this, it would be stunning.

Consider the infamous case from 2009, as cyber 
actors broke into the Pentagon’s 300 billion dollar 
Joint Strike Fighter project and copied and stole 
several terabytes of data related to the costliest 
weapons program in U.S. history. The data 
compromised related to electronics systems and 
other designs that focused on defenses against 
the fighter. Two or three contractors involved 
in the fighter’s development had significant 
vulnerabilities in their networks.2180 The national 
security ramifications were staggering and little 
detail was made public. Economically, however, 
while the direct costs of the event and the costs to 
fix it (assuming it can be fixed) were not released, 
and the government claims that the most sensitive 
material was not stolen, the economic questions are 
enormous. Beyond the direct costs, what are the 
costs of unique intellectual property becoming no 
longer unique? What are the costs of credibility? 
How does one measure the cost to Lockheed 
Martin, and its suppliers, in future contract bids?

AN iNStruCtive ANAlogy: JApAN’S trAgedy
As serious as cyber attacks have been to the 
American economy, the United States has so far 
avoided a large scale systemic attack. To make 
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concrete the potential repercussions from a broader 
coordinated breach across the interconnections 
among the direct, supply chain and intellectual 
property costs, it is worth considering the very 
real example of an analogous, unexpected systemic 
attack. While there are certainly differences 
between a natural disaster and a coordinated 
network security crisis, the March 2011 tragedy in 
Japan – still very much in motion with outcomes 
uncertain – can be highly instructive. 

The challenge is to learn the right lessons. Some 
suggest the resilience of American and Japanese 
societies and economies is high and they are able 
to bounce back strongly. On one hand, Goldman 
Sachs, the International Monetary Fund and others 
have come out analyzing Japan through the lens of 
past earthquakes and natural disasters, noting that 
while the cost in lives is tragic, in economic terms the 
impact will be in the short term. Goldman looked 
at Hurricane Katrina and the earthquakes in Kobe, 
Irpina, Sichuan and Los Angeles, and noted the short-
term hit to gross domestic product (GDP). With 
enough inventories, construction, shifts of economic 
benefit and government spending, growth rebounded 
within months. After Kobe, Japanese GDP fell 2.6 
percent month over month following the disaster, but 
gained again 2.2 percent the following month. Many 
analysts thought it would take 10 years to bring Kobe 
back, but in 18 months, manufacturing output was 
back to 98 percent of capacity. All debris was cleared 

and infrastructure was functioning within two years. 
Some conclude that not only was the hit to GDP 
minimal, but that Kobe and other Japanese cities were 
made stronger by lessons learned.19 

But one may fall into the same trap of complacency 
in these conclusions as we may in network security 
more broadly. As Nassim Taleb, the provocative 
expert on risk management cautions: “We respect 
what has happened, ignoring what could have 
happened.”20 Focusing thus more critically on 
what could go wrong – in fact, what is still going 
wrong differently in today’s catastrophe versus the 
past – it is clear that the driver of fast recovery is 
based on how long systems are down. The core 
predictor of the economic impact is a combination 
of enough plans and processes in place, speed to get 
power and electricity back on line and significant 
government resources. Thus, in learning from the 
current tragedy and possible ramifications of a 
significant cyber incident in the United States, it is 
more instructive to note as Goldman Sachs did:

The economic consequences are significantly greater 
than past events. Estimates suggest Northern Japan is 
already 1.6 times Kobe in cost estimates.

Factors can make the length of “down time” 
unpredictable, thus complicating the prognosis of 
recovery. In Japan, the nuclear aspect makes sce-
narios still unpredictable, increasing the likelihood 
of much longer time than past events for electricity 
to come back up to full capacity. In addition, there 
are significant unintended consequences as other 
nations, like Germany, shut down or review their 
own nuclear programs.

The scale of downed power capacity overall 
nationwide can be worse than expected. In Japan, 
the crisis shut down 10 to 12 percent of power sta-
tion capacity.

Supply chain issues are generally unclear until they 
manifest. In the case of Japan, we are only begin-
ning to see the ramifications in trade in items such 
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as semiconductors, digital cameras petrochemical 
products. Inventories across the board appear to be 
able to last six weeks or so, but disruption could be 
longer. Unintended and far reaching surprises can 
create compounding crises. The New York Times 
reported that not only Japanese ports have been 
closed or shifted due to radiation, but Xiamen ports 
detected radiation in Mitsui container ships and 
instituted time-lengthy processes of reviewing con-
tainers around the world. One German container 
shipping company, Hapag-Lloyd, stopped service to 
Tokyo and Yokohama outright. 

Governments are now especially ill prepared fis-
cally to deal with this scale of catastrophe. Deficits 
in 1995 in Japan were 92 percent of GDP, but 221 
percent at the time of the March 2011 disasters. 
Key countries that could step up to support are in 
similar circumstances.21

Who can predict the spiraling nature – structurally 
and psychologically – of a systemic disruption of 
U.S. energy supplies, or the massive loss of private 
or business data and intellectual property, or the 
differences between a “brief ” issue of a few days 
versus a few months? Who will put their neck out 
on predicting the unknowns – the uncertainty 
of nuclear issues in the case of Japan or network 
worms or viruses planted today that may change or 
not manifest themselves until a later date?

where and why resistance?
With the problem so clear, the ramifications so 
significant and so much activity in place, it may 
seem remarkable that there is still resistance to 
addressing the issues and talking about them more 
openly. A Verizon study in 2008 noted that part 
of the issue was basic awareness. More than two-
thirds of victims are unaware that compromised 
data is on their systems to begin with. Seventy-
five percent of attacks are not discovered by the 
victims themselves.22 But this does not explain, as 
many analysts believe, that fewer than 10 percent 
of attacks are actually reported to authorities. 

Greg Day, Director of Security Strategy at McAfee, 
argues that businesses do not want to share what 
happened out of embarrassment and out of fear of 
what kind of impact it will have on their reputation 
with customers.23 Bruce Schneier is one of the great 
thought leaders on network security and the most 
circumspect voice, balancing the importance of the 
issue but not panicking about it. He notes that the 
overall complexity of the problem breeds fear and 
complacency, “Because we do not understand the 
risks, we make bad security tradeoffs.”24 

Nassim Taleb notes that heroes are rarely 
recognized for the problems they have prevented,25 
and there is even less recognition from one’s 
investors or even customers.26 How many of us, 
in our organizations, have rewarded someone for 
something that did not happen?

Too often, the whole issue of network security is 
relegated as a “tech” and “tech team’s” problem. As 
one study notes, this leads to: 

The dangerous situation wherein most employees 
don’t feel that they need to be responsible for the 
security of their own data. So although a corpo-
ration’s finance, human resources, marketing, 
legal and other departments all own data, the 
tendency is to believe that the responsibility for 
securing that data rests down the hall with the IT 
department. This attitude substantially weakens 
overall corporate and organizational security. 

Companies often think compliance is security – no 
need to raise questions, just make sure the boxes 
are checked.27 

Much of the resistance boils down to a misalignment 
of incentives. Schneier notes that systems often 
fail because the people who could protect a system 
are not the ones who suffer when something goes 
wrong.28 Examples in business can be instructive for 
incentive challenges in any organization. He cites 
how retail understood incentives for in-store security 
and employee theft by initiating “your purchase is 
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free if you don’t get a receipt.” On the surface, this 
seemed like a form of customer service when it was 
more about aligning incentives toward security. 
But the genius was that by aligning incentives 
of customers and store workers by compelling 
documentation – which created a track record – 
employee theft all but disappeared. He also notes 
that when ATM cardholders in the United States 
complained about phantom withdrawals from their 
accounts, courts generally held that banks had to 
prove fraud. Here the incentives for banks were clear 
and improving security was high on their agenda in 
order to keep costly fraud low since they paid the 
costs. In the United Kingdom, the reverse was true 
as the courts presumed most fraud was cardholder 
based, so the banks had little incentive to spend the 
money on security infrastructure and did next to 
nothing.29 Tyler Moore of Harvard agrees, “The party 
making the security-efficiency trade-off is not the 
one who loses out when attacks occur. This naturally 
leads to suboptimal choices about where to make 
the trade-off.”30 Incentive alignment throughout an 
organization, and throughout functions, may be the 
best predictor of security improvement.

At the same time, one has to be realistic and flexible, 
especially as the private and public arenas connect. 
Even with the best efforts and intents, incentives 
can clash, and this has to be accepted as part of the 
realities. Schneier notes that the security system is 
based on policy defined by an array of players with 
subjective understandings of the problem. “The 
whole process is situational, subjective, and social. 
Understanding, and working with, these various 
agendas is often more important than any technical 
security considerations. It’s pointless to hope that a 
wave of selfless, nonsubjective security sensibilities 
will suddenly sweep across society.”31 While solutions 
must be sought, cognizant of these structural and 
behavioral realities, we cannot be held captive by 
them. It leads directly to the insufficient creativity, 
transparency and open communications regarding 
what is required.

Are policymaking and regulation enough?
Policymakers typically focus on the hammers at 
their disposal – pressing for changes in legislation 
and regulation – as the required means to greater 
security. These tools have their places but the 
solutions often raise their own limitations. 

One path has been to align incentives and clarify 
where liabilities lie. Schneier recommends what he 
calls one step with two consequences. First, start 
by enforcing liabilities. If CEOs and government 
executives alike are to spend significant resources 
on security, they must be liable for mishandling 
their customers’ data. Software developers should 
also be liable for a level of security vulnerabilities 
in their products without compromising their 
ingenuity. Two consequences follow. First, parties 
must be more easily able to transfer liabilities 
to insurance companies. In the offline world 
businesses purchase physical security such as 
locks and alarms because their insurance rates go 
down. This, in turn, makes insurance companies 
serious about risk analysis and the effectiveness of 
security products. Second, where companies focus 
internally on their mechanisms to manage risk and 
outsource services, similarly, the system will be 
more reliable.32 

Private sector entrepreneurs like Drew Bartkiewicz 
believed there was a business opportunity here and 
jumped on the liability bandwagon. He launched 
CyberFactors, a company that evaluates cloud 
providers for risk. It creates warranties to help 
customers and cloud policies for insurers. He says 
cloud companies are currently not addressing their 
financial liabilities. Cloud companies cap their 
indemnification at the value of the contract. But, 
while a contract may be worth 10,000 dollars, the 
stolen data could be worth much more. Bartkiewicz 
says the average cyber incident could cost 4.5 
million dollars.33 

Despite this logic, network security insurance has 
never really taken off. As Moore explains: 
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On the demand side, insurers complain of a 
lack of awareness to cyber-risks by firms … 
Consequently, policies that increase disclosure of 
cyber risks and incidents would help stimulate 
further growth in the cyber-insurance market 
… but, in addition, responsibility for dealing 
with cyber-incidents must be clearly assigned to 
the appropriate party, otherwise no claims will 
need to be made. On the supply side, informa-
tion asymmetries – in particular the difficulty of 
assessing the security of an insured party – help 
explain why insurance companies still don’t dif-
ferentiate premiums based on technical criteria. 

He concludes rightly that while insurance may 
eventually be part of the long-term solution to 
improve network security, it will require adequate 
policies to help make it happen.34 In addition, 
there is little agreement on whether or where to 
hold software developers responsible at the cost 
of suffocating the very innovation central to U.S. 
competitiveness and growth. Incentives, rather than 
penalties, can be stronger. 

Melissa Hathaway led President Obama’s 
cyberspace policy review and President George 
W. Bush’s “comprehensive national cybersecurity 
initiative.” She argues that regulatory clarity 
and teeth are required because the issues at 
stake are so significant they require compelling 
mechanisms. As network security is a public good 
that government cannot provide due to the very 
nature of information technology architecture, 
some kind of intervention is needed to correct 
potential market failures. She recommends turning 
to three regulatory agencies to help. First, the 
Securities and Exchange Commission can require 
CEOs to validate their companies’ information 
infrastructure, which should include the ability 
to protect data, erect appropriate safeguards and 
respond effectively to cyber security incidents. 
Second, the Federal Communications Commission 
can tap into the private sector’s talent and have core 
telecommunications providers and Internet service 

providers (ISPs) do more to protect infrastructure. 
ISPs have great insight into global networks 
and early pattern behaviors, and they can alert 
consumers that they may be affected. Comcast is 
a good example, having launched a Denver pilot 
of emails to ask consumers to visit their security 
pages, offering them free antivirus and security 
software. Germany has enforced this, explicitly 
going after botnet infestations. The German Federal 
Office for Information Security mandated that 
its ISPs track down infected machines and advise 
users on how to clean their computers. Hathaway 
argues for a completely inclusive group – AT&T, 
Verizon, Sprint, Comcast, Cox, Time Warner, 
Google, Microsoft, Amazon and any company 
that provides cloud service regardless of wired or 
wireless. Finally, the Federal Trade Commission 
can extend its role to be more proactive. It could 
add warning banners or labels, like those used for 
tobacco and alcohol, that inform customers when 
they are undertaking e-commerce transactions that 
may not be secure.35 

Industry, of course, objects strenuously to further 
regulation and prefers the self-regulated approach. 
But Hathaway’s recommendations get to two 
fundamental issues at the core of greater network 
security that can and should be self-imposed: 
Organizational buy-in from the top that network 
security is not an isolated activity but core to 
every member of that organization; and increased 
transparency and information sharing among all 
internal and external players to raise alerts, best 
practices and insight to keep ahead of the attackers.

the key – Broad organizational Buy-in  
and greater openness, transparency  
and knowledge Sharing
For any organization of any size, a critical need is 
in changing the mindset that network security is 
only a tech division problem, and promoting an 
active awareness and sensitivity in all functions. In 
the same way civilians are encouraged to report or 
be aware of strange activity at airports today, every 
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member of our organizations see daily activities 
that may make the organization collectively 
smarter and more secure. It further means those 
who directly act on security activities should not 
be viewed as “chief naggers,” but core parts of 
the strategic planning. This mindset has many 
ramifications beyond enhanced alert detection. It 
also helps to instill in the culture flexibility to react 
to a constantly changing world that will make the 
enterprise overall more secure. As Schneier notes, 
“Good security systems are resilient. They can 
withstand failures; a single failure doesn’t cause 
a cascade of other failures. They can withstand 
new attackers, including attackers who cheat. 
They can withstand new advances in technology. 
They can fail and then recover from failure.”36 
The key is that a network security culture is not 
about merely compliance but always thinking of 
the next challenge and opportunity to be “secure 
now” (which we never are). As an example of 
this awareness, Citigroup and others not only 
encourage security throughout their organizations, 
but proactively employ so-called ethical hackers to 
test their security systems from weak points. How 
many businesses and government organizations can 
say the same?

Employees are critical; so is the question is which 
strategic assets employees have access to. Securities 
and commodities exchanges are vetting traders 
using their private network so in theory exchanges 
and financial institutions should know who is on 
their networks at all times. In fact, studies show 
the weakest link is often employees – as much 
by accident as by intent. Increasingly hackers are 
using Facebook, LinkedIn and Twitter and quick 
access to mobile devices to build relationships and 
interconnections with key individuals at firms. “It 
only takes one person to click on a link for hackers 
to gain access,” notes Mark Harris, vice president at 
financial IT vendor SophosLabs.37 

Perhaps the greatest impact, however, comes 
by simply greater clarity and openness in 

communication, and sharing learning among 
companies, industries and the private and public 
sectors. Debates rage about the good and the bad 
of the progressively transparent societies we are 
becoming, but the debates are moot. This Pandora’s 
Box is forever opened and, most important in the 
context of network security, those who wish us harm 
are excellent at exploiting it. The benefits to open 
source development in the software development 
fields are clear: the power of crowd-sourced 
information and reporting appear in the news now 
daily. While there are risks to both the public and 
private sectors of opening up to their attacks and 
best practices, the risks of not doing so are profound. 

Last year, Google publicly discussed a set of 
cyber attacks known as Operation Aurora (likely 
originating in China), which helped generate 
faster defenses and solutions. Some hoped this 
experience will lead to greater openness on the 
part of companies. But resistance to more public 
information sharing is significant, including “Lack 
of trust between parties; law and regulations that 
discourage full disclosure of information; the 
vested interests of security vendors; fear of bad 
publicity and customer backlash; silos and turf 
wars within government agencies,” as Erik Battaler 
noted in InformationWeek. Many executives fear 
the cost of exposing a vulnerability to competition 
or consumers and believe the risks associated with 
sharing information are greater than the risks 
associated with a network security attack. But they 
overestimate these concerns in a progressively 
transparent world. In fact, the path is clear: “First, 
the public and private sectors need to share more 
information – more parties must be included 
and new platforms used. Second, they must pay 
more attention to defending against attacks that 
threaten critical IT infrastructure and even damage 
physical facilities. Third, their collaboration 
must be ratcheted up to the next level: real-time 
identification and response to threats occur and, 
more to the point, “moving security practices from a 
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reactionary posture to one that’s proactive and pre-
emptive,” says Rich Baich, leader of Deloitte’s cyber 
threat intelligence group.38

Paul Rosenzweig, formerly the Deputy Assistant 
Secretary for Policy at the Department of Homeland 
Security, notes that security clearance issues can 
be particularly challenging. “As observers have 
noted, there is a disconnect between our counter-
intelligence, which is often aware of risks to our 
cyber supply chain, and our procurement processes, 
which cannot have access to classified information 
regarding supply chain threats.”39 He adds: 

Private sector actors are notoriously distrustful 
of government interference and regulation. And 
the converse is also true – government institu-
tions like the NSA (National Security Agency) 
with (perhaps) superior knowledge of threat 
signatures and new developments in the arsenal 
of cyber attackers are deeply reluctant to share 
their hard won knowledge with the private sector 
at the risk of compromising their own sources 
and methods.40 

But the classic reasons not to be open fly in the face 
of the benefits of significantly greater and open 
communication. As Moore notes: 

If the remote login to a power stations’ controls 
is compromised and the utility keeps mum about 
what happened, then other power companies 
won’t fully appreciate the likelihood of an attack. 
When banks don’t disclose that several business 
customers have quickly lost millions of dollars 
due to the compromise of the company’s online-
banking credentials, the business customers that 
have not yet fallen victim remain ignorant to the 
need to take precautions. Thus in cyber security, 
we face information asymmetries across firms, 
not only between consumers and firms.41 

The basic models are there. For years each industry 
has formed membership-based Information 
Sharing and Analysis Centers (ISACs) to 

share, on an anonymized basis, information on 
attacks. The Department of Homeland Security 
subsequently defined 18 areas of analysis centers 
including the agriculture, banking, chemical 
and defense industries as well as government 
facilities. Information Sharing and Analysis 
Centers possess an outreach and connectivity 
network that is approximately 85 percent of 
the U.S. critical infrastructure.42 The challenge, 
though, remains that each industry is siloed and 
the free flow of information among industries and 
with government is still challenged. Rosenzweig 
concedes, “despite efforts within the ISACs, we 
have yet to successfully develop the political will 
to create the culture where information sharing 
enables cyber security improvement.”43 The 
finance sector is viewed as a leader overall in this 
communication. It created a broader, senior level 
group – the Financial Services Sector Coordinating 
Council (FSSCC), including Bank of America, 
Citigroup, Morgan Stanley and Visa – under 
which their ISAC looks at technical issues. The 
FSSCC coordinates the protection of IT and 
other infrastructure operated by banks, insurance 
companies and other financial services at a strategic 
and CEO level. It does that work in collaboration 
with the Departments of Homeland Security and 
Treasury and is expanding its coordination.44 
Director of the Cyber Statecraft Initiative Jason 
Healey characterizes this as “close to perfect” with 
the industry and government groups regularly 
meeting separately, but often on the same day and 
in the same location. “Then they gather together 
immediately and compare notes and learning. Then 
they all go out and have dinner. It builds trust and 
relationships.”45 These are relationships among 
companies, among industries and between the 
public and private sectors. 

There can be no more delay in breaking down the 
barriers to openness, the dated excuses of security 
that often mask territoriality and concern about 
protecting one’s own vested interests. Everyone is 
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vulnerable; everyone has had issues; everyone has 
outstanding experience and learnings that shared 
can have significant ramifications across industries 
and among the public and private sectors.

A New engagement
There is also a different kind of information sharing 
– and outreach to significant, untapped expertise 
in the security equation – that would open all 
the existing players to thinking differently and 
reframing their approaches. It is imperative here 
to understand that the new threats we face are 
enabled by technology but also facilitated by core 
understandings of human behaviors. Information 
technology has unleashed the ability for anyone, 
anywhere, to find what they want on their terms 
when and how they want it; to connect with people 
in extensive new forms of community and share 
information, ideas, emotions and locations at 
unprecedented size, scale and speed over multiple 
and mobile devices. How people form these 
connections, what they share, how they share it, 
how the organize and take action in both the online 
and offline world have been manipulated by those 
who wish to do us harm. This core behavioral 
expertise and understanding is found in the great 
consumer-facing technology enterprises – Amazon, 
Google, Facebook, Twitter and many enormous 
multiplayer gaming experiences – as well as in 
up-and-coming innovators and entrepreneurial 
communities. In fact, the United States is unique 
in entrepreneurial innovation and understanding 
and the behavioral ramifications that come with 
them. Yet these behaviors, and relationships with 
these enterprises, are often utterly foreign to most 
traditional businesses and government institutions 
at all levels. 

The goal of greater engagement here is not to 
compare best practices in security technology – 
though some of this already happens with Amazon, 
Cisco and many others to great mutual benefit and 
insight. The more of this, the better. Nor should 
greater engagement concern privacy advocates as 

it is not about a creepy or inappropriate “snooping 
around” of individuals’ personal behaviors. 
It is, rather, a better understanding overall of 
how individuals define themselves over time, 
communicate, build networks, share ideas, take 
actions, use mobile devices and rely on geo-
location through technology. Social networks and 
search and mobile companies all are essentially 
gurus of human behavior – not of what people 
say they do, but by what they actually do. These 
enterprises, perhaps more than any, understand 
the minds and opportunities to improve peoples’ 
lives and engagement – great goals manipulated 
and befouled by the intent of attackers. This 
understanding is often all but untapped by and 
unconnected to other industries and policymakers 
alike thinking through network security.

It is a common cliché to talk about the “new new 
normal” wrought by the changes surrounding 
us by technology and evolving behaviors. The 
uncertainty this offers, the shoulder shrugging 
“we can never protect everything” attitude it 
conjures and the smug arrogance that certain 
executives or policymakers “don’t get it,” at best 
misses the point. At worst, it drives decision 
makers to do the minimum or seek merely tried 
and true systems and analogies to address the very 
real and different issues we face. The fact is that 
network security issues are not new per se, but are 
ever changing and push our existing frameworks 
continuously. As concerning as this is, the amount 
of experience, judgment, technical skill, technical 
capability and behavioral understanding at our 
finger tips is unprecedented. Connecting the dots 
of these capabilities and seeking new kinds of 
expertise is the best way to stay ahead of the new 
and ever changing threats of network insecurity 
economically and in terms of broader national 
security.
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By Daniel E. Geer, Jr.

H O W  G O V E R N M E N T  C A N  ACC E S S 
I N N O VAT I V E  T E C H N O LO G y

The U.S. government does not take sufficient 
advantage of innovative technology except, pos-
sibly, within “black” budgets. The U.S. government 
is missing a river of innovative technology, and it 
is both broad and deep. No one technology missed 
is a crisis, but in the aggregate, the U.S. govern-
ment is falling behind in what it could do and 
what it is expected to do to protect the nation from 
cyber security threats. Strategies for accessing that 
technology must account for both the breadth and 
the depth of what is being missed. The setting of 
priorities is necessary. A prudent priority ordering 
might begin with 1. preventing accidental cyber-
space incidents; 2. preventing sentient opponents 
from seizing an opportunity to disrupt systems; 
and 3. avoid wasting resources that could be spent 
on the first two. The accidents will largely be ones 
causing loss of availability of information; the 
sentient opponents will largely target confidential-
ity and integrity of information upon which the 
U.S. government relies; while efficiencies are those 
that use information to make products, processes 
or grids “smart” without creating opportunities for 
either accidents or opponents. Just as information 
without security has negative value, consistently 
missing innovation in cyber security technology 
consistently decreases the value of information 
that the U.S. government does hold, perhaps to 
the point of turning an information asset into a 
liability. 

The question with respect to cyber security 
technology: Is the U.S. government’s consistent 
problem one of availability or of access? This 
chapter answers “both” and then explores the 
implications of that answer.

The first rule of statistical inference is that all data 
has bias; the question is whether one can correct 
for it. So that the reader can correct for my biases, 
they are:

1. Security is a means and not an end. Therefore, 
cyber security policy choices must be about 
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the means to a set of desirable ends, and about 
affecting the future – which is why security is 
about risk management and why the legitimate 
purpose of risk management is to improve the 
future, not to explain the past.

2. Security investment in the absence of secu-
rity metrics will only result in overspending or 
underprotecting. No game play improves with-
out a means of keeping score; decisions about 
developing, implementing and terminating cyber 
security programs are no exception. In fact, 
improving cyber security metrics programs is 
a meaningful goal in its own right. Meaningful 
metrics were the core of public health interven-
tions that have saved more lives than has any 
single medicine.

3. The problems with cyber security are the 
same as many other problems, yet they are also 
critically different. However, humans often 
misclassify which characteristics are the “same” 
and which are “different,” beginning with the 
sharp differences between the realities of time 
and space in the physical world and in the digital 
world. (For example, if digital data is stolen, the 
owner likely still physically possesses it. Another 
example includes the speed of cyber crime – no 
law enforcement works at the speed of light 
whereas electronic crime does.) Nevertheless, 
we have no choice but to analogize wherever we 
can. There is no time to invent everything from 
scratch.

4. The cyber security problem cannot be solved 
absent a succinct mission goal. Reactive actions, 
however good, cannot drive policy. At the high-
est level of abstraction, the mission goal of cyber 
security is to: 

	 •	Move	from	a	culture	of	fear.	

	 •	Move	to	a	culture	of	awareness.	

	 •	Move	to	a	culture	of	measurement.	

While this mission goal is not operationalizable, 
per se, it is consistent with the notion of security 
as a means, and the notion that no game play 
improves without a way of keeping score.

incentives
The cyber security market is an atypical mar-
ket. The rate of change is its dominating driver, 
and there are no willing customers except those 
who are recently embarrassed or who are fac-
ing an audit that they know they cannot pass. No 
jurisdiction needs laws against things which are 
impossible, for example, yet the instantiation rate 
of previously impossible things is nowhere so high 
as it is in cyber security. As such, incentives must 
be future-driven and audits must be anticipatory if 
policy is not to be embarrassment-driven.

Summary of key points 
 

There is no ready way to “force” more good •	
ideas to appear per unit time.

Incentives can meaningfully reorder those who •	
have the earliest access to evolving cyber secu-
rity realities, but cannot limit who ultimately has 
access.

Quality cyber security information is better •	
bought than seized.

Dependence on any cyber technology pro-•	
gresses to risk, unless purposefully checked.

For mature cyber technology, reduce the mean •	
time to repair.

For new or quickly evolving cyber technology, •	
increase the mean time between failures.

The U.S. government cannot limit itself to U.S. •	
cyber security technology.

Where the U.S. government cannot accelerate •	
deployment of cyber security technology, it 
must decelerate deployment of any other cyber 
technologies that increase complexity. 
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Complexity is the chief enemy of security. Some 
of the complexity is unavoidable, but much of it is 
not. It is hard to encourage simplicity – every critic 
will find another security issue that has to have its 
own countermeasure, its own special case. Because 
all novel attacks are special cases, cyber security 
is becoming a catalog of special cases – and the 
more security products we install, the greater the 
complexity we create due to the interactions of 
security products with each other and with what 
they are installed to protect. This is the heart of the 
enmity between complexity and security; security’s 
task list is all multi-way interactions, all the time. 
(Technically, value rises fast1 but risk rises faster.2)

How does the U.S. government encourage the 
timely availability of both passive and active 
defense at rates that scale with the threat? 
Logically, there are three alternatives:

1. If such solutions just appear on their own, then 
the U.S. government focus would be locating, 
acquiring and deploying them early.

2. If such solutions do not just appear on their 
own but good ideas do, then the U.S. govern-
ment focus would be encouraging good ideas to 
become solutions.

3. If good ideas do not just appear on their 
own, then the U.S. government focus would be 
increasing the supply of people in a position to 
have good ideas.

It is my judgment that good ideas are rare and 
that there is no ready way to “force” more good 
ideas to appear per unit of time. Put differently, 
when research is fully funded, adding more money 
does not help and may hurt as it draws in increas-
ingly unqualified actors. We can argue about what 
constitutes “fully funded” with respect to cyber 
security research, but the production of academic 
papers related to cyber security has been increasing 
at a compound annual growth rate of 20 percent 
for three decades.3 For the moment, let us therefore 

accept that exponential growth in cyber security 
papers does actually reflect an exponential growth 
in cyber security knowledge. Assuming an expo-
nential growth rate in cyber security knowledge is 
sufficient for the U.S. government needs, the ques-
tion is then the rest of the lifecycle: 

(nil) idea solution  detected  acquired  
deployed

iNCeNtiveS: wellSpriNgS
With a growing supply of good ideas to mine, 
my question is whether turning good ideas into 
solutions is constrained by the willingness of 
good idea creators to move forward with solu-
tions. What powers this process? It is rarely 
academia; academia rewards those who publish 
most frequently, which creates incentives to 
publish multiple papers on different aspects of an 
idea rather than developing a working prototype. 
Among independent researchers, such as endowed 
institutes and corporate research departments, 
working prototypes are the checkpoint of a 
successful project rather than an entry in an aca-
demic bibliography. However, to the extent that 
such work tends to be entirely consumed by and 
within its sponsors, there is no assurance that an 
idea turned into a solution within such an institu-
tion will ever be available to the U.S. government 
in a directly consumable form. Put differently, a 
happy result in the laboratory that nevertheless 
turns out to be off-strategy or self-competitive 
will not appear in next year’s catalog regardless of 
its utility to the government.

Where working prototypes do exist, there might 
well be some U.S. government-driven incentives 
that would work. Beginning with an analogy, 
the “orphan drug” programs of various govern-
ments exist to ensure that good ideas (therapies) 
that would not otherwise come to market 
have an alternate path for doing so. There are 
several mechanisms, but taken together they 
dramatically reduce the size of the minimum 



America’s Cyber Future
Security and Prosperity in the Information AgeJ U N E  2 0 1 1

188  |

economically addressable market, thus increas-
ing the probability that the possible product 
becomes an actual product. (Mechanisms include 
tax incentives, enhanced patent protection and 
marketing rights, clinical research financial sub-
sidization and creation of government sponsored 
enterprises, inter alia.) 

Within cyber security, antivirus firms illustrate 
this experience exactly. An antivirus firm sim-
ply cannot afford the lifecycle cost of bringing a 
countermeasure to market unless there are 20,000 
to 30,000 victims.4 Attacks face no active defenses 
until those attacks are no longer rare and will face 
no active defenses at all if they stay rare. One could 
imagine that what has been learned in making 
therapy available for rare medical diseases may 
apply directly to treating rare cyber security mala-
dies. (One must particularly note that “targeted 
cyber attacks” are purposefully unique and hence 
rare in the wild, so the analogy holds up especially 
well given sentient opponents.) The U.S. govern-
ment might consider lowering the minimum 
economically addressable market (the number of 
people willing to buy a product in order to make 
production viable) for cyber security products so 
that solutions known to be possible become solu-
tions known to be available.

This is easier said than done, and the analogy with 
orphan drugs is limited; the patients needing an 
orphaned drug are identifiable whereas the patients 
needing an undeveloped cyber security therapy 
are not. In the case of President Obama’s famed 
Blackberry, rather special therapy was applied to 
a single known patient. Perhaps Obama’s therapy 
cannot be scaled up; perhaps it relies on its obscu-
rity to provide some of its security. But a cyber 
security solution for a high-value target may well 
have value to others and some economic mecha-
nism to get that solution to an increasing number 
of high-value targets would certainly be a net 
positive.

iNCeNtiveS: AddreSSiNg the BAlANCe  
oF power
All cyber security technologies are dual use 
– usable for either defense or offense. Some prod-
ucts lean more toward offense – platforms for 
developing attack tools to be used for legitimate 
penetration testing (Metasploit, Canvas, Core 
Impact, etc.) – but purely defensive products can 
readily be repurposed for offense, e.g., a success-
ful attack on a security surveillance product will 
generally lead to great power for the attacker. Not 
all security technologies can be of dual use, but 
while the opportunity for any ordinary commer-
cial cyber security product is defense, that does not 
mean that that product cannot be expanded toward 
other uses which may interest the U.S. government 
(and other governments). It does mean that conver-
sions from defense to offense are much more likely 
than conversions from offense to defense because 
the commercial world tends always to advertise its 
(defensive) capabilities whereas states tend always 
to hide their (offensive) capabilities. Private actors 
are increasingly taking “law enforcement” into 
their own hands by taking offensive measures 
to disable threats instead of reactively defending 
against them.5 

There has been a considerable shift in the balance 
of power between attackers and defenders. Prior to 
2007 or so, attackers were mainly amateurs seeking 
notoriety; they made their work public as a prereq-
uisite to being praised. Embarrassed, the software 
industry improved the security of its products 
just enough to make the braggarts go away. 
Discovering exploitable vulnerabilities got harder; 
and because it could no longer be a hobby, it 
became a job. When this changed around 2007, the 
main drivers of the attack space moved from brag-
garts to brigands, people who could treat finding 
vulnerabilities as a paying job. Because brigands 

do not make their findings public, the fraction of 
exploitable vulnerabilities that are publicly known 
(rather than privately held) began an unstoppable 
decline. Brigands live in a differentiated black 
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economy and, most importantly, fund their own 
research and development out of revenue. Another 
shift occurred in 2010 or so when the main attack-
ers moved from brigands to brigades (including 
irregular armies with geopolitical ends).6 Because 
brigades stockpile weapons, the fraction of deploy-
able weaponry that is publicly known (rather than 
privately stockpiled) began an unstoppable decline. 
One can observe that the more cyber security mat-
ters, the less complete our knowledge.

Because an increasing knowledge gap between 
attackers and defenders is inevitable absent mean-
ingful correction, investment in discovering 
exploitable vulnerabilities advances national secu-
rity goals. Perhaps a response is the National Cyber 
Range (NCR) under development by the Defense 
Advanced Research Projects Agency (DARPA), 
an agency of the Department of Defense (DOD) 
responsible for the development of new military 
technology for use by the military.7 According 
to its program manager, the NCR will test and 
validate cyber research and technologies and will 
help identify promising new avenues of research. 
Consistent with the idea that all cyber security 
products are dual use, the NCR work product 
is likely to include both defensive and offensive 
results. At the very least, the defensive technology 
should be shared with industry so that technology 
can appear in products that the U.S. government 
buys, rather than having to be retrofitted to those 
products under some procedural cover of darkness.

Those defenders that can and do best contain, if 
not address, the knowledge gap between them-
selves and the offenders are at an advantage relative 
to those defenders who fail to do so.

Taking both the post-2007 reality – that exploitable 
vulnerabilities are trade goods – and the post-2010 
reality – that exploit tools are now trade goods as 
well – raises a question: Would it not be possible 
for the U.S. government to corner the market? 
Would it be possible for the government to just buy 

up all the vulnerabilities? Retired U.S. Air Force 
Gen Michael Hayden, a former director of the CIA 
and National Security Agency (NSA), is already on 
record that software vulnerabilities held by the U.S. 
government should be declassified, so the govern-
ment buying program and declassification would 
be of great value to the software market that, in due 
course, would benefit the government as a cus-
tomer of the software market.

There are existing vulnerability purchase programs 
already in place. One example is the company 
iDefense that pays 15,000 dollars per previously 
unknown vulnerability.8 It is widely understood 
that other buyers are not so open. Whatever prices 
paid for those exploitable vulnerabilities by what-
ever buyer, the vulnerabilities themselves should be 
considered trade goods. Prices like iDefense’s 15,000 
dollars per vulnerability may be meaningful to the 
seller, but they are budget lint to the U.S. govern-
ment. Cornering that market is certainly within the 
U.S. government’s budgetary power. Some sellers 
will be reluctant because to sell is to announce one-
self, so intermediaries would likely be involved and 
would naturally require assurances of safe passage, 
just as we do for bounty hunters (bail enforcers). 
The United States has spent nation-state adversaries 
under the table before and can do it in cyberspace.

It is possible to calibrate the value of newly 
acquired vulnerabilities. There are commercial 
entities whose products record all traffic, such as 
Netwitness.9 So it is feasible to compare the vulner-
abilities being sold to what network traffic has been 
observed in the wild. Recording all network traffic 
indirectly establishes a freshness date for what is 
being offered in the cyber vulnerability bazaar: If 
an attack can be mounted against a newly obtained 
vulnerability, then one must ask if that attack has 
already been used in the field before the defender 
became aware that the vulnerability existed. If it 
was previously used, then the telltale signs of that 
use will have appeared in those full-catchment 
network logs.
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Formally, the null hypothesis (the conservative 
assumption) in vulnerability research is that any 
seemingly fresh vulnerability discovery was, in fact, 
already found elsewhere. If we assume that a vulner-
ability when found is soon exploited, then that null 
hypothesis can be tested by examining full-catchment 
network logs. If there is evidence of the vulnerability 
having been exploited (now that we know what to 
look for), then the person offering to sell that vulner-
ability to the U.S. government is not, in fact, offering 
fresh goods. If there is no evidence that it has been 
used, then the seller can be rewarded commensurate 
with the vulnerability having been shown to fresh.

The relationship between the buyer (the “U.S. 
Department of Market Cornering”) and the seller 
(the vulnerability researcher as represented by a 
broker) is that the buyer can ascertain whether 
or not what the seller claims is indeed the case. 
In other words, the U.S. government can know 
whether or not the seller offered it first refusal 
for a previously unknown vulnerability. On that 
basis, an orderly market with tiered pricing can be 
developed. With classified human intelligence, the 
U.S. government pays out-of-country informants 
in proportion to the unobtainability of the infor-
mation; treating cyberspace as an out-of-country 
locale with which the United States has no diplo-
matic relations seems apt.

A U.S. government-dominated market for fresh 
vulnerabilities is quite obviously of dual use. Some 
of the vulnerabilities bought would find immediate 
use by defenders; some would lead to new offensive 
capabilities. The commercial market’s near abso-
lute preference for making defensive tools has been 
an insufficient response to the increasing availabil-
ity of offensive weaponry. The observable overall 
threat level continues to rise despite the availability 
of those defensive tools.10 Too often the existence of 
offensive tools is discovered by being on the receiv-
ing end of them; better to develop them at least far 
enough to allow the makers of defensive tools to 
have realistic test pressure.

It is my judgment that the situation does indeed 
warrant the employment of novel incentives to 
meaningfully address this issue; the U.S. risk to 
cyber attack is due to its relative wealth, hence 
deploying that wealth as a counter to attacks on 
it is an adroit judo move. More of the same old 
same old will yield more of the same old same old 
– continuous surprise for the defenders. Making 
it clear to non-state-sponsored attack develop-
ers that it is possible to earn a good, legal living 
finding vulnerabilities might be the single most 
cost-effective strategy for broadening defensive 
power.

It is frequently claimed that if government pro-
curement simply required secure cyber products, 
then the Age of Aquarius would soon follow. 
Would that it were so simple or that the mass of 
government’s installed base was not such an enor-
mous legacy drag. There was indeed a time when 
the U.S. government’s buying power did steer the 
computer market, per se, but that ended somewhere 
in the interval from 1981 (IBM personal com-
puter) to 1982 (SUN Workstation) to 1984 (Apple 
Macintosh).11 While the U.S. government’s buying 
power will never be relevant to general-purpose 
consumer electronics, that buying power can be 
entirely relevant to innovative security products, 
and especially in their formative stage.

The major intellectual advance in cyber security 
occurs in small firms plus that part of academia 
related to those small firms, including spinoffs. 
That the innovation is in the small firms is 
directly observable and corroborated by the 
constant flux of large security firms acquiring the 
small ones so as to get an exclusionary lock on 
their innovations. Many of these small firms sell 
about the time they exhaust the supply of early 
adopters. They sell rather than try to “cross the 
chasm” on their own revenue power. That is to say 
that they sell their company to someone larger 
because it is too hard to make the transition from 
early customers (the visionaries) to mainstream 
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buyers (the pragmatists). Little companies run 
out of cash if they run out of visionary customers 
before they get traction with pragmatist custom-
ers. It is a well-known, well-studied phenomenon 
of high tech startups.12

U.S. government procurement is notorious for 
its slowness and the costs it imposes on suppli-
ers such that small firms not headed by former 
government executives simply make no attempt 
to sell to the government – the opportunity is too 
opaque, the sales cycles are too long, the price 
requirements too onerous and the compliance 
details too draining of potential profit margins. 
While it is generally true of good ideas that “If 
you build it, they will come,” this is not true when 
the seller is small and running on fumes while the 
buyer (the U.S. government) acts as if time is of 
no essence. Put differently, if the cost of anything 
is the foregone alternative, then selling to the gov-
ernment just looks to the small firm like too many 
foregone alternatives.

Modifying procurement is not my jihad, but let 
me be clear: If it were easier to sell innovation 
to the U.S. government, then either the supply 
of innovation on offer to the government would 
increase, the innovation would be offered to the 

government earlier in its life cycle, or both. As it 
is – and putting aside so-called “black” contracts 
from the intelligence community – what is on 
offer to the government represents technology that 
has either already been widely adopted or already 
turned down by everyone else. This is of unique 
importance in the cyber security sphere; the rate 
of change is so high because the opponents move 
on to new targets and methods whenever old ones 
become well defended.

That modifying procurement is so well studied 
and so thickly documented implies that it may be 
an immovable object, yet as the U.S. government 
becomes ever more dependent on the Internet, the 
threat from cyber insecurity may become an irre-
sistible force. It would certainly be ironic if cyber 
criminals succeeded in forcing the U.S. govern-
ment to reform its procurement processes when 
U.S. companies and taxpayers have failed to do so.

Along similar lines, it should be noted that while 
small firms have difficulty accessing to U.S. 
government markets, they also face continual diffi-
culties with the U.S. government’s favored systems 
integrators (SI). The SIs function as gatekeepers 
between the government and the small firms in 
ways that both inflate what the government pays 
and deflate what small firms receive. In addition, 
where SIs have acquired competing technology, 
their gatekeeping power transmutes to a blocking 
power. 

iNCeNtiveS: iNveStmeNt
Procurement is often so slow that by the time 
an innovative technology can be bought, it is 
obsolete or otherwise inferior, but in the long 
meantime before procurement overhaul, the U.S. 
government can use market-based incentives 
in other ways. I work at In-Q-Tel, the strategic 
investment arm of the U.S. intelligence commu-
nity. While it is true for most people that where 
they sit determines where they stand, the reverse 
is true in this case.

If it were easier to sell 

innovation to the U.S. 

government, then either the 

supply of innovation on offer 

to the government would 

increase, the innovation would 

be offered to the government 

earlier in its life cycle, or both.
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Investment nuances in small firms so very often 
determine their outcome. Small firms that are 
wise do not choose investors based on who offers 
the most money but rather on who offers the 
most opportunity. Generally, this is the talent and 
oversight that comes with the money. For investors 
who are profit motivated, they invest first in the 
management team; second, the addressable market 
opportunity and third, the technology in hand. 
In other words, the act of giving investment and 
receiving investment alike is to choose amongst 
possible futures, to lay track toward a goal state.

Unlike a venture capital (financial) investor, the 
U.S. government need is not a “liquidity event” (a 
favorable financial cash-out for entrepreneur and 
investor alike), but an “availability event” where 
the tools of cyber security can be procured by the 
U.S. government at the earliest possible time. It is 
not in the government’s interest to own a major-
ity share of any cyber security firm; it is not even 
necessary to own, in the equity sense, any share. 
What is necessary is for the government to be 
willing to say what it needs, to figuratively own 
a share of the overall market opportunity, and to 
midwife the birth of those technologies it needs. 
In engineering, the inspiration is all but entirely 
in getting the problem statement right; the per-
spiration then follows. For that inspiration to be 
pregnant, it has to be forward-looking and fact-
based. The more open the relationship between 
the U.S. government and the entrepreneur(s) in 
setting the problem statement, the more likely it 
is that if the entrepreneurs say, “This is possible,” 
that it is, in fact, possible.

But in the end, just because something is pos-
sible does not mean that it deserves to be done. 
What matters is whether the proposed course of 
action would not only be possible, but efficacious. 
If investors are more certain that a market exists 
for an innovation, the less the risk premium that 
investors will demand from the innovators. If the 
U.S. government were openly laying out problem 

statements that do not amount to boiling the 
ocean, the more likely it would be that innovators 
would step forward.

The best way to incentivize investment is to be an 
investment partner to other investors.

Because the U.S. government’s interests are not to 
make money but to create solutions to problems 
that the government will admit that it has, then 
the government as an investor and probable buyer 
multiplies its impact well beyond the dollar size 
of its investment. Political leaders very often use 
the word “investment” to verbally ennoble some 
vague social purpose. That is all well and good, but 
I am talking about something far more concrete 
and that is financial investment in – and market 
promise for – finding solutions to problems that 
the government faces.

As to cyber security, the very nature of the cyber 
security lifecycle is the appearance of a problem, 
a scramble to find a solution, a scramble to ensure 
that the cure is not worse than the disease, another 
scramble to get that solution to edge nodes however 
defined, and the hope that the winner of the race 
will receive some reward commensurate with the 
exertion it takes to make this look simple. Because 
each new problem will be narrow in and of itself, 
the solutions will tend to be similarly narrow. The 
provider of a narrow solution in a volatile market 
has a narrow window of commercial opportunity, 
and so the point: Perhaps in no other field is the 
issue of market timing as brutal as it is in cyber 
security. Too early and you die. Too late and you 
die. Just in time and you may win, but the more 
serious the problem the more work that is required 
to counter it, more work means a longer runway 
before launch, and a longer runway consumes 
more investment dollars. For entrepreneurs, this is, 
generally, as it should be – but for cyber security, 
the windows of opportunity may be so narrow that 
they may discourage entrepreneurs from develop-
ing products in the first place.
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While success as an entrepreneur in cyber 
security is particularly difficult, the need for 
good cyber security tools ratchets upward. What 
the U.S. government can do with investment is 
to 1. make starting earlier more plausible, and 
2. make the window of market opportunity 
less narrow. Put differently, the cyber security 
entrepreneur has such a narrow window of 
opportunity that any help from the U.S. govern-
ment in broadening that window would likely 
increase the supply of cyber security startups. At 
present, it is very much that one will be either 
too early or too late. By going in with private-
sector investors, the U.S. government can both 
magnify its impact and avoid having to become 
an investment specialist itself.

iNCeNtiveS: CollAterAl eNCourAgemeNt
Sometimes markets need to exist before 
entrepreneurs can address them. Sometimes 
entrepreneurs spend their first two or three 
years actually creating the market they want to 
address. Sometimes, by the time a market devel-
ops, the entrepreneur has run out of money or 
better-funded competitors arise simply to take 
the market away from the entrepreneur who cre-
ated it. In all of that, the entrepreneur is battling 
a clock ticking down to a zero bank balance, 
and probably diverting management time from 
building product to building market, and it does 
not always end well. To the extent that the U.S. 
government can gain greater access to innova-
tion by accelerating market development for that 
innovation, the usual method is some mecha-
nism of subsidy. The arena of “green technology” 
strongly ref lects this in, to take an example, the 
subsidy to buy a clean diesel truck rather than a 
gasoline truck. Because subsidies are, by defini-
tion, market distorting, any subsidy must be 
designed to advance the availability of product, 
not to provide a kind of back-door price control 
the way, for example, ethanol production is so 
damagingly unsustainable.13 

Better than subsidy, however, is to be a green 
technology market maker as, for example, the U.S. 
military intends to be as it drives to reduce opera-
tional dependence on fuel convoys.

Cyber security focal points where some combi-
nation of subsidy and market making may be 
sufficiently early to steer all players might be in 
regard to the cyber security of endpoint devices 
in the so-called “Internet of Things,” especially if 
the last yard network transport for those devices 
involves smartphones.

As reported in The Financial Times, personal com-
puter (PC) shipments have now been eclipsed by 
the smartphone.14 The capabilities of these phones 
continue to grow, and they obviously are already 
small computers that happen to also make phone 
calls. The cyber security point, however, is not 
about market share or available tools, but rather 
the degree to which the smartphone is controlled 
by the end user. The more the smartphone end-
point is controlled by its owner, the more absolute 
the death of perimeter control as a meaningful 
cyber security strategy overall. That an owner can 
render a smartphone insecure matters because it 
could well contain business data or other informa-
tion that needs to remain secure. Furthermore, 
owners pull down applications at any time. Even 
if all of them are spotless that does not mean that 
they are secure in combination with each other – 
it is entirely possible to get an insecure result by 
combining two secure components. 

The differences between the Apple model (applica-
tions are forbidden until permitted by Apple) and 
the Google model (applications are permitted until 
forbidden by Google) are germane with respect to 
security, innovation, liability and profit margins. 
There may be only limited distinction between 
U.S. government civilian buyers and the public at 
large, but for U.S. military buyers, it seems difficult 
to reconcile the capabilities of a smartphone on a 
public network with the limitations under which 
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military users operate, such as to avoid being 
tracked and to not handle classified data outside 
of a security facility. Put differently, it is one thing 
to set up the SIPRnet vs. NIPRnet distinction 
(two secure networks operated by DOD) for fixed 
desktops in known locations, but another thing 
altogether to do this kind of walled garden for end-
user owned consumer devices that automatically 
switch between access methods (cellular radio, 
802.11 , etc.) on an as available basis. Advances in 
network technology (such as IPv6 ) are helping 
to make perimeter definition itself difficult, and 
you cannot defend a perimeter you cannot even 
define.15

For U.S. government personnel to be able to 
use smartphones in support of their respective 
missions is both approximately necessary and 
approximately unpoliceable. This issue, which is 
also faced by large corporations to many degrees, is 
an area where market driving by adroit purchases 
of security technology seems all but essential. The 
world market for smartphones certainly will not 
notice the objections of any individual company, 
but a common cause between the U.S. govern-
ment and major U.S. industries for a partitioning 
model (where some parts of what is running on a 
given machine are prevented from interacting with 
other parts) with respect to individually owned 
smartphones would get notice. The various experi-
ments that U.S. companies are already engaged 
in under the “bring your PC to work” rubric are 
exactly along these lines. These companies are 
trying to come to terms with the reality of what 
their employees have already, any products avail-
able in the market to ease this transition and the 
attractiveness to any organization of having its 
employees capitalize the end point in the corporate 
computing plant.

This goal of partitioning is precisely what was 
meant by “user security” in the timeshar-
ing world, so there is a considerable literature 
upon which to draw. While not using computer 

security terminology, financial regulatory compli-
ance requirements for “separation of duties” are 
entirely parallel. In this arena, 1. the U.S. govern-
ment knows what it wants (with the literature 
to back it up); 2. what the government wants is 
aligned with what large firms want; and 3. the 
opportunity to be a market maker is now. The 
necessary innovation is already well underway 
at such companies as Verdasys.16 It is the govern-
ment’s choice whether to lead, to follow or to get 
out of the way.

risk Absorption
Security, being a means and not an end, is 
subject to the laws of diminishing return. No 
one wants a police state, even if a police state 
requires the fewest policemen. At some point, 
risk and cost curves inevitably cross and invest-
ment in security gives way to acceptance of risk. 
At the same time and in U.S. government-speak, 
the Federal Information Security Management 
Act (FISMA) construct of “security commen-
surate with risk”17 seems often to be met by 
accepting risk that is not understood. The divide 
between civilian and military agencies around 
what risks to accept is widening as the chief 
information officer at the White House pushes 
the adoption of new technology in civilian agen-
cies without apparent concern for the security of 
those adoptions.

riSk ABSorptioN – why?
The root source of risk is dependence – you are 
not at risk from the loss of something you do not 
depend on. My definition of security itself has 
co-evolved with my understanding of risk and 
risk’s source to where I today define security as 
the absence of unmitigatable surprise. It thus fol-
lows that increasing dependence means ever more 
difficulty in crafting mitigations, and that increas-
ing complexity embeds dependencies out of view 
such that while surprises may grow less frequent, 
they will be all the more unexpected when they 
do come.
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That is the crux of the matter: The U.S. govern-
ment’s dependence on cyber is inestimably 
irreversible and irreversibly inestimable. This leads 
to a conclusion: The U.S. government’s paramount 
aim cannot be risk avoidance but rather risk 
absorption – the ability to operate in degraded 
states both in the micro and macro spheres, to take 
as an axiom that “our opponents have and will 
penetrate our systems at all levels” and “we will 
have to work around this in some way.”

riSk ABSorptioN – whAt?
To operationalize “the absence of unmitigatable 
surprise,” the U.S. government must focus its 
investment attention on deploying technology that 
either lessens surprise or improves the ability to 
mitigate to the point that the residual risk is ratio-
nally absorbable. Expressing these in the language 
of engineering design constraints mean:

No silent failure.•	

No unwitting dependencies in critical paths.•	

These are cruel gods, but sacrifice to them is 
unquestionably necessary.

Some parts of the U.S. government need little 
instruction in what “no silent failure” means (and 
others need a beginner’s guide. The dynamic range 
is great). Nevertheless, the topic at hand is how the 
government gains access to innovative technology 
that reduces the chance of silent failure.

One can say with assurance that from 1990-2005, 
the commercial world caught up with the military 
world in the application of cryptography. With 
slightly less assurance, it can be said that from 
2000 onward, the commercial world has been 
making steady progress in traffic analysis including 
data fusion of multiple sources of passive collec-
tion. As firms in a position to see substantial slices 
of traffic improve their ability to make analytic 
sense of it, commerce will soon be in substantial 
parity with the military world in skill and have 

a far superior position to that of the military in 
terms of the sheer numbers of points of data acqui-
sition, though the military may retain superiority 
in the quality of its points of data acquisition and 
its out-of-band knowledge of context. With respect 
to quantity, raw transmission (such as would be 
seen by an Internet service provider like Verizon 
or a content provider like Akamai) and behav-
ioral usage patterns (such as would be seen by a 
search engine like Google or a social network like 
Facebook) can help clarify what risk the U.S. gov-
ernment is absorbing without even knowing it.

riSk ABSorptioN – how?
A question for the U.S. government is to what 
degree it wants access to technology that delivers 
the means to avoid unmitigatable surprise and 
to what degree it wants access to the results of 
using technology that delivers the means to avoid 
unmitigatable surprise. Is it a technology buy or a 
services buy? While this chapter does not debate 
the wisdom of CALEA (the Communications 
Assistance for Law Enforcement Act, which 
requires the technical possibility of wiretaps) or 
the legality of “warrantless wiretaps,” they illus-
trate the point: The U.S. government may wish to 
have the results of innovative technology more 
than it wishes to own and operate that innovative 
technology.

Characterizing the choice as a simple build vs. buy 
decision is facile and wrong.

Acquired data is far more valuable than the tech-
nology that acquires it, an idea that is as venerable 
as ADM Grace Hopper’s 1987 retirement speech: 

Some day on the corporate balance sheet there 
will be an entry which reads, “Information;” for 
in most cases the information is more valuable 
than the hardware which processes it.18

Put differently, the U.S. government wants impor-
tant data that can only be derived by the most 
innovative technology when it is not, nor will it be, 
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the innovator. That innovator may not even be a 
U.S. company, thus the point of this section: How 
is the U.S. government to have access to innovation 
that manages the risk of unmitigatable surprise at 
a level where the residual risk (of events that are 
surprising, unmitigatable or both) can be absorbed 
without national consequence? The answer is 
probably to hire it, if only to corroborate the U.S. 
government’s other sources and capabilities.

minimizing delays in Adoption
Without debating existing federal procurement 
rules, the probability that the U.S. government can 
buy innovative technology while it is still freshly 
innovative is near zero, at least outside of black 
budgets. Buying the output of such innovative 
technology is faster. This approximately “rent-to-
buy” strategy would nurture small firms while 
permitting the U.S. government to gain access 
when the technology is still freshly innovative.

The economic reality within small firms is that 
their early customers are unavoidably part of the 
firms’ design teams – those early customers have 
a level of influence early on that they will never 
again enjoy. All small firms are willing to accept 
fact-based mid-course corrections to their technol-
ogy trajectory from their early customers. This may 
well imply that the U.S. government needs to be a 
frequent, easily recruited beta-tester, i.e., an evalua-
tive user prior to general availability of the product, 
so as to give the kind of feedback that a beta-tester 
is obligated to provided in exchange for its early 
access to the product. Diligent beta-testers are 
very valuable to small firms pushing the envelope 
of what is possible, and being diligent is certainly 
what some U.S. government agencies know how 
to do well. Stronger still, if the government was to 
be a strategic investor (an investor who also uses 
the product), then this power to steer development 
would be even more effective. Being close to the 
design process tends also to clarify what failure 
modes the technology has, thus avoiding surprise.

This steering by way of early adoption plus invest-
ment does require finesse lest the product become 
useful to government only. There are far too many 
firms whose only market is the government, 
including firms that do nothing but live on grants 
from the government’s Small Business Innovation 
Research (SBIR) program or which happily manu-
facture carpenter’s hammers made to military 
specifications. To avoid the temptations of this sort, 
it is better for government investment to be of the 
sort that rarely leads investment rounds but rather 
matches private investment, while only buying 
from those firms whose products have commercial 
appeal outside of the government procurement. 
Because the cyber threat is in no way limited to 
government, the twin constraints of matching 
funds and commercial viability are valuable to the 
country at large, not just the government.

The U.S. government already uses open source 
software and both agencies, such as the NSA, 
and private sector firms, such as Veracode,19 are 
regularly working on the security of open source 
software. As independent data shows, propri-
etary software tends to be more secure at the 
time of first release whereas open source soft-
ware tends to have quicker reaction time when 
vulnerabilities are discovered. In the terms used 
here, whether to deploy generally equivalent 

Because the cyber threat 

is in no way limited to 

government, the twin 

constraints of matching funds 

and commercial viability are 

valuable to the country at 

large, not just the government.
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closed versus open source software is to ask if 
one prefers fewer surprises but slower mitigation 
or toward more numerous surprises but faster 
mitigation. Wisdom and skill in making this 
choice will matter.

An M.I.T./Lincoln Labs study demonstrated that 
the security of a representative open source code 
base (Open BSD) monotonically improved over 
time as security errors were eradicated faster than 
new ones were introduced. If that well-researched 
result20 can be generalized, then it suggests that 
because version-to-version code differences are 
transparent in open source but opaque in closed 
source, the U.S. government would gain a degree 
of control over the probability of surprise if it 
chose open source, all other things being equal. 
Ironically, the mistrust of American products by 
other governments is hastening the adoption of 
open source by those other governments. (“Open 
source” means neither “amateur” nor “antibusi-
ness” as the biggest contributor of open source 
software has been SUN Microsystems.)

possible Futures
Perhaps the most fog-bound decision to make is 
whether the U.S. government wants a centralized 
approach to encouraging government access to 
innovative cyber security technology or a decen-
tralized one. Arguing for centralization is that 
strategic targeting garners more cost effective 
return than does a scattershot approach, in large 
part because centralization pays the price of the 
investment learning curve only once, removes the 
chance of supplicants to venue-shop, has enough 
knowledge to play the winner,21 and makes 
possible strong accountability. Arguing for decen-
tralization is that all persistent central entities are 
subject to the corruption of power and the ten-
dency to become incestuous with their clientele, 
which is why some private sector grant agencies 
have the rule that a given recipient gets one grant 
only in its lifetime.

Of all the steps between a good idea and wide 
deployment, the most difficult to encourage is that 
of nurturing the bringing to market of germane 
products. As such, it is my judgment that the cor-
rect number of entities to orchestrate this game for 
cyber security is one. Other specialty topic areas, 
like the aforementioned green tech, deserve a 
separate orchestrating entity. Capping the number 
of such orchestrating entities at no more than a 
half-dozen is consistent with the U.S. government 
having to choose what topic areas are strategically 
important enough to matter. Cyber security is stra-
tegically important; therefore cyber security needs 
one, and one only, investor to partner with other 
U.S. government entities and the private sector in 
bringing in products that are matched to govern-
ment needs.

A steering decision for the cyber security invest-
ment entity is whether to favor avoiding surprise or 
accelerating mitigation. In the language of engi-
neering, this asks whether to prioritize increases 
in the mean time between failures (MTBF) or 
decreases in the mean time to repair (MTTR). 
At the limit, an MTBF of infinity and an MTTR 
of zero are equivalent. It is my judgment that the 
encouragement of cyber security within mature, 
critical (not merely desirable) infrastructures 
should largely concentrate on reducing MTTR.

It is likewise my judgment that the encouraging 
cyber security around new or quickly evolving 
cyber technology should largely concentrate on 
increasing MTBF.

Success in gaining better government access to 
innovative technology begins with detecting 
that technology’s birth. Where it is natural for 
announcement to be made, a facility to gather 
such announcement is indicated, i.e., the cyber 
security entity must monitor academic jour-
nals and conferences as well as new product 
announcements (such as on the PR Newswire). 
Formation of companies is sometimes visible but 
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generally not. More typically, the narrow window 
of opportunity and the general irrelevance of 
patents for cyber security cause startups to stay 
in stealth mode until they have a product at the 
beta stage (ready for public testing). The counter 
to the startup’s (prudent) tendency to stealth is 
for the U.S. government to be an investor and to 
have good relations with conventional investors 
such that invitations to look at new investment 
opportunities come to the government at the 
earliest practicable time. In my judgment, this 
implies an In-Q-Tel would have to be created if 
did it not already exist. Obama campaign lit-
erature suggested exactly this same approach 
for U.S. government access to innovative energy 
technology. The Department of Health & Human 
Services is reportedly thinking along these lines 
for health care technology as well.

Having private firms prioritize meeting govern-
ment needs requires investment to that effect and 
some degree of an assured market worth address-
ing at the early stages of private company growth. 
In turn, this implies that these firms will need to 
hear clear problem statements for real government 
needs. Getting these problem statements is (and 
has been) a problem because coaxing them out of 
the agencies with the greatest downside risk has 
meant a kind of public acknowledgment of known 
weakness on the part of the agency. In my judg-
ment, this underscores the value of one or a small 
number of centralized interfaces to the startup 
community so that an agency with a risk need not 
be prima facie identifiable in the early stages of 
negotiation with the prospective investee. Nothing 
is quiet for long, but any help is still help.

Cyber security issues are to a first approximation 
identical worldwide, such that a threat to one tends 
to be a threat to all and a solution for one tends to 
be a solution for all. While that cannot be alto-
gether counted upon, it does mean that a solution 
that is worth having does not necessarily appear 
first in the United States. One can hardly argue 

with the U.S. government preference for U.S. firms, 
but all governments will have similar preferences 
for their own cyber security industry if they have 
one. In my judgment, the interface between the 
U.S. government and potential sources of worth-
while innovation cannot limit itself to U.S. firms 
even if that self-limitation operationally means 
that the interface entity acts only to stay informed 
where it cannot perform the rest of the functions 
recommended here.

Much ink has been spilled on whether security and 
privacy are in direct opposition, whether security 
and privacy are a zero sum game, and whether 
security and privacy technologies are either/or. In 
paragraphs above, it was stressed that the acquisi-
tion of security-relevant data was valuable and 
unlikely to be something that the U.S. government 
can do on its own.

While ordinarily the reaction of government is to 
demand data that it needs from those who are in a 
position to provide it, this is not the only mecha-
nism of doing so.22 The same, only more so, is true 
for the discovery of flaws in the installed base of 
U.S. government and critical infrastructure enti-
ties because those flaws are still regularly found by 
independent third parties. In my judgment, rather 
than demanding such sources cooperate it would 
be more straightforward to pay for it, and to pay 
well enough that the U.S. government’s world-lead-
ing capacity to pay was treated as a strategic asset.

It is the position of leading parts of the public 
health community that the battle against obesity 
has been lost and with finality. That grouping 
calls for forgetting about obesity reduction and to 
instead put available research dollars into drugs 
that make obesity a source of neither morbidity 
nor mortality.23 If one were to substitute “cyber 
insecurity” for “obesity,” one would be repeat-
ing what Nat Howard said at the Advanced 
Computing Systems Association (USENIX) 
conference in 2001, “Security will always be as bad 
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as it can possibly get and still allow us to survive.” 
Along those lines, it is my judgment that of all the 
point investments that might be made or com-
pelled, intrusion tolerance is the most congruent 
with the situation on the ground. We must assume 
that intrusions have happened and will happen. 
We must maximize the probability that we can 
tolerate the direct effect of those intrusions, and 
that whatever damage is done by the intruder, the 
system can continue to do its job to the extent pos-
sible. This is an issue of survivability.

While the message that “complexity breeds 
insecurity” has been heard, understood and 
acknowledged by sophisticated cyber security 
professionals at all levels, the trend of cyber 
space complexity is accelerating. In my judg-
ment, the U.S. government would dampen its 
need for innovative cyber security technology 
were it to decline to adopt new cyber technolo-
gies that increase complexity. In other words, to 
maximize the defendability of its cyber assets, the 
U.S. government may want to favor simple sys-
tems because simple systems are easier to defend, 
a kind of Pareto constraint.24 This goes for both 
civilian and military compartments. Where this 
strategy is thought infeasible for whatever reason, 
avoiding unmitigatable surprise will necessar-
ily mean retaining the capability to fall back to 
prior methods of the work of government. Only a 
few commercial firms still drill themselves with 
occasional “paper days” (days on which working 
with paper alone is practiced lest it be forgotten 
how). It is impractical to imagine that the U.S. 
government should have the occasional “paper 
day.” At the same time, the government must not 
lose the ability to operate its critical functions if 
they suffer irremediable cyber damage whether by 
hostile action or plain bad luck. This is the “intru-
sion tolerance” we spoke of earlier at the limit; the 
intentional capacity to work under degraded con-
ditions. Knowing what those limits are in advance 
seems essential to crafting actual operational plans. 

Our dependence on cyber technologies is great, 
therefore our risk from them is also great. In the 
spirit of mitigating that risk, we need to know what 
we can do under the stress of not having all of our 
dependence satisfied.

While this essay is not about the U.S. economy, but 
let us be clear about something. Cyber security is a 
worldwide demand. If Americans want a domestic 
cyber security industry, it will not happen with-
out investment whose purpose is to ensure not 
only that the U.S. government has access to inno-
vative cyber security technology, but that U.S. 
cyber security innovators are able to compete. 
It will not happen without policies rather more 
meaningful than some sort of “Buy American.” 
It requires nurturing, perhaps even creating, 
the market that those innovators can address. 
Procurement set asides are not the answer; 
investment in the companies either directly or by 
helping them develop products of direct value to 
the government might be. Whether to encourage 
American entrepreneurs is a choice. It will not be 
recoverable much longer. We do not have sheer 
numbers on our side (there appear to be more 
Chinese working on finding flaws in open source 
software than there are Americans writing it), but 
we do have investment capacity and we do have a 
need greater than any other entity less dependent 
on cyber technology.

Conclusion
While there is no ready way to “force” more good 
ideas to appear per unit time, incentives can 
meaningfully reorder who has the earliest access 
to evolving cyber security realities just as noth-
ing can limit who ultimately has access. Quality 
cyber security information is better bought than 
seized. Dependency on any cyber technology leads 
to risks unless they are purposefully checked. 
Unless purposefully checked, dependence on any 
cyber technology progresses to risk from it, so for 
mature cyber technology, the U.S. government’s 
goal should be to reduce the mean time to repair, 
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whereas for new or quickly evolving cyber tech-
nology, the U.S. government’s goal should be to 
increase the mean time between failures. In all 
things, investment and market-making trump all 
other approaches and are proven. In doing any-
thing that is outlined here, the U.S. government 
cannot limit itself to U.S. cyber security technology 
and still keep up with the pace of advancements. 
Where for whatever reason the U.S. government 
cannot accelerate the deployment of cyber security 
technology, it must decelerate the deployment of 
other cyber technologies that increase complex-
ity and, where feasible, have as clear a capacity to 
operate without its cyber assets as it is possible 
to have. As the bottom line, the private sector 
will provide nearly everything the public sec-
tor lacks, but only if the public sector cultivates 
a meritocracy as, like it or not, cyber security is 
fundamentally Darwinian.
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T H E  R O L E  O F  A R C H I T E C T U R E  
I N  I N T E R N E T  D E F E N S E

Since it was first introduced in the early 1970s, the 
Internet has met the growing needs of an ever-
widening community of users with great benefits 
to individuals, organizations, governments and 
their associated disciplines. Yet, along with that 
growth and evolution has come an increasing 
downside, namely traffic that intrudes and may 
disrupt productive uses of the Internet. Worse yet, 
concerns exist that such unwanted and unwar-
ranted intrusions may cause more extensive 
damage in the future. Managers of information 
systems and resources attempt to find ways to 
ensure that access controls are not breached, or 
that intrusions or disruptions have little likelihood 
of success: There are no guarantees, however, that a 
resourceful adversary will not find ways to subvert 
existing techniques to their own benefit. Since 
cyber insecurity is likely to persist, a rethinking of 
the architecture of the Internet, and how it might 
evolve to become more secure, is warranted.

This chapter explores the interplay between Internet 
architecture and the ability of users, network opera-
tors and application service providers to adequately 
defend against threats posed by others on the 
Internet. It introduces the digital object (DO) archi-
tecture and suggests a way of integrating certain 
defined functionality into the Internet based on 
the use of digital objects. This approach is compat-
ible with existing Internet capabilities and has the 
potential to substantially improve our ability to detect 
and deal with intentional hostile actions. It would 
also deal with actions that are simply accidental 
or naively misguided, but which may have serious 
consequences.

Today’s Internet subsumes a wide range of 
networks, devices and other computational 
facilities, as well as diverse services, processes 
and applications. In order to protect against real 
and potential threats, technical capabilities are 
required to understand what is transpiring within 
the Internet and its various constituent compo-
nents, and to take steps to deal with emergent 
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situations that may require action. For example, 
most laptop users have little or no idea what is 
transpiring on their computers, and no effective 
way to find out in real time. They may only know 
that something is not working properly, or that 
the machine is running more slowly than usual. 
At present, the Internet landscape is sufficiently 
complex that the myriad exchanges of bits over 
the Internet cannot easily be differentiated by 
intent or function. Certain architectural changes 
to the Internet, which primarily affect the way the 
Internet is used, can help in mitigating these situ-
ations. Specifically, the DO architecture can help 
remediate this situation.1

There are no guarantees that future threats, which 
require reconsideration of various architectural and 
design choices in the future, will not materialize; 
nor does use of the DO architecture guarantee that 
those who ignore or do not otherwise choose to 
take advantage of new architectural approaches will 
necessarily be harmed by that choice. At present, the 
Internet environment is tilted in favor of those with 
adverse motives, while the rest of the community 
must be on constant vigil to defend against harm-
ful interference. However, over time, architectural 
changes become more pervasive. The assertion of 
this chapter is that the playing field will become 
more level in a way that provides architectural 
advantages for the defense of the Internet.

In the DO architecture, all system interactions 
involve the exchange of structured information 
in the form of digital objects, each of which has a 
unique identifier that can be resolved by a resolu-
tion system to state information about the object. 
Information, structured as a digital object, can be 
accessed and used by resources on the Internet 
based on its identifier, and is subject to any stated 
access controls or permissions associated with such 
objects. Even user commands, where invoked, can 
be converted into digital objects before being sent. 
This enables interoperability of the systems that 
embrace the protocol.

digital objects
A digital object consists of a data structure that is 
flexible, scalable and extensible. This data struc-
ture has a unique persistent identifier and may 
have one or more of the following:

A set of type-value attributes that describe the •	
object (one of which is the above mentioned 
object’s identifier, which is mandatory).

A set of named “data elements” that hold •	
potentially large byte sequences (analogous 
perhaps to one or more data files).

A set of type-value attributes for each of the •	
data elements.

The elements of a digital object consist of “type-
value pairs” that software at the destination and 
other locations can interpret for further process-
ing. A protocol, known as the DO protocol, is 
responsible for managing the interactions between 
systems, services and other resources.2 This proto-
col enables actions to be taken based on the use of 
identifiers. The actions to be taken, and the targets 
of those actions, are specified by identifiers, which 
relate to digital objects that prescribe the actions 
or enable access to the target information. This 
approach also enables verification of resources by 
clients/users, and clients/users by resources, since 
each client/user and resource also has at least one 
unique identifier. Indeed, a user may have multiple 
identifiers depending on the particular role the 
individual is playing at the moment (for instance, 
whether they are representing their employer or 
acting as an individual).

While many, if not most, interactions on the 
Internet are likely to be reasonable and legitimate, 
intrusions or hostile actions need to be flagged. 
Action must be taken to prevent damage, or other 
steps must be taken to quickly isolate matters. Even 
with the more structured view of the Internet pro-
vided by the DO architecture, the task is extremely 
challenging. Without such a view, the task is close 
to daunting, and would likely require semantic 
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interpretation of unstructured interactions, even 
if decrypted on the user’s machine, that may be 
beyond the state of the art.

In the future, if arbitrary information arrives, the 
type of information will need to be understood 
from the structure of the information itself to enable 
further processing. Further, the environment into 
which the information arrives or is ultimately pro-
cessed will require some degree of structuring, such 
as the structuring provided by the DO architecture, 
to determine with more specificity how best to deal 
with the information. In some cases, manual inter-
vention may still be called for. In many other cases, 
however, automated processing may be possible 
based on interpretation of the structure of the actual 
information. For example, a medical reading sent by 
a remote wireless device might be understood from 
the structured information itself and placed in the 
user’s medical record. Likewise, a remote financial 
transaction may be received and inserted automati-
cally into a record of the user’s daily transactions. 
Information collected in real time from remote 
sensors and appropriately identified can also be 
managed according to general rules and procedures 
adopted for such types of sensor information.

overview of the existing internet 
Architecture
The existing Internet architecture was designed to 
enable the interconnection of multiple networks, 
devices and other computational facilities. Each 
potentially had a different design and performance, 
such that computers on different networks could 
communicate seamlessly and reliably with each 
other without having to know the location of the 
facilities, the intervening networks or how to 
actually route the information. More specifically, 
it enabled information in the form of packets of 
digital information to be communicated between 
computers without the need to first establish com-
munication pathways between the computers. 
As a result, the Internet has become a standard 
means of communication worldwide, not only for 

traditional computer facilities, but also increas-
ingly for digital representations of voice, video and 
sensor data managed by computers.3

The Internet’s creators based the existing architecture 
on two relatively simple notions. One was connecting 
networks with routers, which forward received pack-
ets by a process in which the routers act as relays with 
each step hopefully moving the packet closer to the 
eventual destination. The destination is specified by 
a globally unique identification known as an Internet 
protocol (IP) address that distinguishes the destina-
tion machine from all other destination machines on 
the Internet. The routers interpret the IP address to 
determine how best to route the packet. The process 
of communicating packets does not require the user 
to specify how to route the packets, which combina-
tion of networks to use, or even where the destination 
machine is located. Indeed, except for certain control 
information (such as the IP address) the contents of 
the packet may be encrypted. A dynamic routing 
protocol is used to adapt to changes in the underlying 
network components, such that if the packet can be 
routed to the eventual destination, it can be delivered 
in a timely fashion.

The second notion was the use of a host proto-
col, originally known only as the Transmission 
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Control Protocol (TCP), to enable the components 
to intercommunicate. TCP was later separated 
into two parts, one of which is IP, and the 
remaining part remained TCP. At the destination 
computer, TCP checks the validity of the arriving 
packets, discards duplicates that may have been 
generated along the way, reconfigures the data as 
appropriate and takes the necessary next steps 
in furthering the processing of the packets at the 
destination. In 1995, to clarify what the Internet 
actually was, the U.S. Federal Networking 
Council provided a definition of the Internet as a 
global information system that enables informa-
tion resources of all kinds to intercommunicate 
by use of certain defined protocols (including IP) 
or their logical follow-ons and extensions.4

We note here that the overall objective of today’s 
Internet is to ensure that global connectivity is 
achieved with low latency and reliable communica-
tion. While attacks on the network components of 
the Internet are possible, the Internet is far from 
completely defensible. Operators can take many 
types of precautions to ensure that traffic originat-
ing from users on their networks – and transit traffic 
from other networks – cannot directly cause actions 
within their networks (adverse or otherwise) other 
than to forward packets to their intended destina-
tion. However, although network operators can play 
a central role in helping to understand what is hap-
pening within their networks when adverse actions 
are reported or detected elsewhere, much of the con-
cern still centers on vulnerabilities of the application 
service providers, their users and the underlying 
information systems they employ. 

vulnerabilities in today’s internet
Various characteristics of the existing Internet make 
it especially vulnerable to harmful interference. One 
is the lack of overt security, which makes communi-
cations vulnerable to interference. Second is lack of 
identity management, which makes verification less 
secure than perhaps may be desired or necessary. 
Password protection is often used, but public key 

systems offer greater protection assuming the pri-
vate keys are not communicated over the Internet. 
Passwords, which are communicated, may travel 
in the clear or be included in email messages (or 
perhaps accessible files), and can be used by anyone 
to access a password controlled system if they know 
the account name. Third is freedom of communica-
tion without prior arrangement that can include 
desirable or essential communication; however, this 
also enables undesirable communications, which 
may range from simply annoying to potentially 
harmful. There is a role for anonymous and non-
pre-arranged communication in the Internet. But, 
at present, all communications are treated basically 
with equal significance, thus making it difficult 
to differentiate between those that are known and 
acceptable, versus those that are unknown and pos-
sibly undesirable. The key to addressing this issue 
lies with architectural changes in how information 
is managed in the Internet, including, in particular, 
in the devices and other computational facilities that 
provide the application services.

Much has been done to protect the various net-
works that comprise the communications portion 
of the Internet, and serious ongoing efforts exist to 
build ever more robust and reliable computational 
facilities. But, for the most part, the most severe 
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vulnerabilities in today’s Internet exist in those 
applications – in operating systems and in other 
resources – that cannot adequately defend them-
selves. The extent of the threat possibility is still 
unfolding, but the earliest examples of intrusive 
action are by now well known. For example, spam 
is unwanted email that consumes communica-
tions capacity and can overwhelm user systems. 
But spam is increasingly being filtered out with the 
help of commercially available software designed 
to distinguish between spam and non-spam com-
munications. Generally speaking, these software 
packages are not perfect, but they do reduce the 
nuisance significantly. Since most spammers rely 
on the dissemination of lots of similar traffic rela-
tively indiscriminately, certain charging schemes 
could mitigate the spam traffic. However, most 
spam is not intended to cause damage, and some 
unwanted advertising might actually be of interest 
to some. In most cases, however, it represents an 
intrusion upon an unwilling recipient.

Other actions can actually cause damage in some 
form. Intrusions that penetrate user systems can 
collect private information, can harm or degrade 
the operation of the user’s system and in extreme 
cases can render it unusable. These harmful actions 
are usually achieved by exploiting vulnerabilities 
in the operating system or in one or more appli-
cations that run on the machine. These actions 
result from incoming traffic generated by usually 
unknown sources that may have immediate effect, 
or may be the result of implants which arrived 
over the Internet much earlier. Indeed, one of the 
loopholes that many users are unaware of is that 
such intrusive software and implants may result 
from devices such as memory sticks that transmit 
them when inserted into the user’s machine. Any 
individual whose memory stick has been compro-
mised can (in principle) compromise any system 
to which it comes into contact. If you change the 
word “compromise” to “infect,” the analogy with 
epidemiology becomes clear.

Finally, every network capability can be compromised 
by what are known as distributed denial-of-service 
attacks. These generally require coordinated actions 
by lots of machines on the Internet; and certain 
known types of attack can be mitigated or denied by 
the network operators who detect or are otherwise 
made aware of them. The first line of defense here 
must be the network operators.

how Best to deal with these vulnerabilities?
What can be done to deal with this situation going 
forward? Three assertions are made in this chapter, 
each of which is discussed further below. First, the 
DO architecture will help to achieve increased vis-
ibility and awareness into the possibility of actions 
that threaten systems that are part of the Internet. 
Second, a greater use of identity-based transactions 
on the Internet will ensure that – with the user’s 
concurrence – the parties and perhaps devices and 
systems/resources involved in the transactions can be 
determined from the transactions, while still sup-
porting privacy and allowing anonymous operations, 
if desired. Third, the use of an identifier-based mode 
of interaction with Internet resources may help to cir-
cumscribe the kinds of actions that can be taken and 
thus help to clarify the landscape whereby intrusions 
may occur. None of these steps, by themselves, will 
prevent clever individuals from seeking workarounds; 
but the architectural constraints can help to make the 
commission of unwanted actions more visible and 
harder to accomplish.

iNCreASiNg viSiBility ANd AwAreNeSS
When we drive a car, we have a general idea of 
what the car is and what is normal and abnormal 
behavior. We can determine if a tire is flat, or a 
headlight is out by direct inspection. By other clues 
we know that gas is required to power the engine 
and can sense when the tank may be empty, and 
can see the tank level from the gauges on the dash-
board. In general, we have a degree of visibility into 
the current operation of our car. Similar statements 
can be made for many other things we come into 
contact with and depend on. No such statement 
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can be made about the computational facilities 
on which we depend or, for that matter, about the 
Internet itself.

Internet operators may know quite a bit about their 
networks and other computational facilities from 
information accessible in their control centers, and 
they are in a position to readily respond to many 
types of outages and disruptions. In general, they tend 
to have visibility into their networks and are aware 
of their current state and what may go wrong. While 
there will always be new situations they have not 
encountered before and situations in which they have 
no idea what is happening, their forensic staffs will 
undoubtedly be engaged to deal with these situations 
quickly. No such thing can be said if the situation is 
such that significant parts of the Internet are compro-
mised. Remedial action by one network operator may 
only solve a piece of a more complex problem. While 
a global means of responding to a widespread threat 
is needed, this is largely a matter for policymakers 
from multiple nations to address in a political arena.

Users are generally in the worst position to respond 
to attacks and would have to rely on Internet defenses 
provided by others or contained in the software they 
use. Users typically rely on their computational facili-
ties to carry out well-known tasks, and are usually 
much less knowledgeable than technical staff working 
for the organizations providing Internet services. For 
example, there is no serious equivalent of a user dash-
board that portrays for the user the most important 
aspects of its computer in such a way that the user 
will know when something unwanted has happened, 
or makes it possible for the user to take action to 
repair the problem. Turning a machine off and then 
back on does nothing to deal with an implanted and 
potentially harmful virus, for example. Virus check-
ing programs can help to prevent such unwanted 
intrusions, but, with today’s operating systems and 
applications, clever perpetrators will easily find ways 
around commercial virus checkers and even hide the 
presence of harmful actors on a user’s machine from 
subsequent detection. 

Users should be able to inspect their computers with 
as much facility as they can inspect their cars. What 
might they like to know? Perhaps some would like to 
visualize the “actual” memory map of their com-
puter to know what is stored in the various parts of 
memory – “actual” meaning what is really there, 
rather than what a program may be fooled to think 
is there. In addition, a user might like to know when 
traffic that makes it into or out of his or her machine 
is notable for some reason. A user might like to 
know about information flow that is unauthorized 
and to locate (and remove) programs that may be 
extracting information and shipping it elsewhere 
without permission or authorization. Further, users 
may want to access audit trails that provide infor-
mation about how the unauthorized program was 
put on their machines, along with certain informa-
tion that may already be available such as the time it 
was created on the machine.

With the DO architecture, a basis would be in 
place for better understanding what is transpiring 
within the Internet, thus yielding greater visibility 
into and awareness of potential threats. In this 
mode of operation, all operations are explicit and, 
with authorization, can be logged and diagnosed. 
In addition, the same can be done for entire ses-
sions consisting of many transactions in series. 
Programs and users will have a smaller set of well 
defined primitives to invoke in their instrumen-
tation; and presentations of results can be more 
succinctly prepared along with more detailed 
semantic interpretation.

While much of this area is still likely to be the sub-
ject of research and development for many years, 
some aspects can be addressed immediately. It 
remains to be seen, however, just how much infor-
mation the average user will need or want in order 
to be a more informed Internet user in the future. 

ideNtity-BASed operAtioNS
Critical information about users and their intended 
actions on the Internet today is largely unavailable 
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from or not visible from the information com-
municated. Further, such information may be 
encrypted and, thus, the intent would be purposely 
hidden while the information is in transit. The 
communications are from one machine with an IP 
address to another and otherwise consist of a flow 
of undifferentiated packets. Authorized users who 
wish to make use of remote machines are usually 
required to log into the remote machine and sup-
ply a password of some kind. Some systems allow 
anonymous usage (e.g. most search engines), but 
take steps (usually by severely limiting the number 
of possible actions) to ensure that users cannot 
harm their systems. 

Let us postulate that every user has the ability to 
obtain one or more unique identifiers from one of 
potentially many bodies, each of which is known 
and trusted to authenticate assertions in digital 
form about individuals, including the mapping 
between such assertions and their unique identi-
fiers. Efforts are underway in several quarters to 
formalize this mapping process, but such formal 
processes may not be required in many customary 
cases. The most convenient way to handle this is 
via individual actions involving parties that know 
and trust each other. For example, if a patient has 
an identifier he is comfortable providing to his 
doctor, the doctor can rely on that identifier for the 
purpose of providing information to that patient, 
since the patient would have authorized use of 

that identifier in the first place. If the identifier has 
associated with it a public/private key pair, and if 
the public key is accessible by use of the identifier, 
then a public key authentication can be invoked at 
any point the doctor or the doctor’s information 
management system wishes to validate the patient. 
Similarly, if the patient contracts with a company 
to manage his or her health records, that company 
would have the obligation to make the connection 
between user and identifier.

An assertion about an individual that has a unique 
identifier acquired in connection with a desired task, 
process or service can be used to authenticate the 
user to a resource on the Internet. This provides a 
uniform way of validating the assertions. A similar 
process can be used to authenticate assertions about 
services, physical objects, organizations and other 
entities. When the service is remote, and the user 
learns of its identity from a third party, the user may 
elect to trust the third party (although this is not 
without its potential pitfalls) or to rely on bodies that 
maintain trusted information about such services.

However, users that do not wish to use their 
identifiers, or do not have identifiers, may still use 
Internet resources that permit such anonymous 
access. However, taking the route of anonymity 
may still allow services to be controlled in some 
situations where such control is deemed impor-
tant or necessary. The main concern here is the 
provision of bogus identifiers by trust authorities 
or other entities. Using the term bogus does not 
mean that the identifiers are invalid, although that 
may be the case, but rather that the mapping of 
the identifier to assertions about the individual is 
not accurate or perhaps simply not known. These 
cases represent a kind of anonymity, but identi-
fiers known to be linked to specific individuals 
may be unimportant in many cases, such as where 
payments are properly made or where accurate 
checking of identity is not critical. If problems were 
to arise here, one will know which identifiers were 
involved and perhaps who issued them in the first 
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place. Some regulation of the issuance of identi-
fiers and the coupling of them to key pairs will be 
important, as is regulation of other trusted entities 
in society (such as banks).

Once a means of obtaining identifiers for individuals 
and organizations becomes routine, similar steps can 
be taken for Internet resources of all kinds. Systems 
and services can be given identifiers and users can 
validate them as easily as they can validate the users. 
Although accurate audits of information requested 
and disseminated can be enabled in this fashion, 
it also has the downside of enabling unauthorized 
accounts of such activity. In a free society, the bal-
ance of privacy versus security comes squarely into 
play here and requires careful examination from both 
regulatory and political perspectives.

Assuming all Internet information systems and 
other resources (including users, networks and 
devices, as well as the actual information or services 
being provided) have associated unique persistent 
identifiers, how would the operation of the Internet 
actually function in this context? How would infor-
mational resources be accessed in this manner? And 
why would it matter for Internet defense? 

Circumscribing the operations
If the main vulnerability of today’s information 
systems comes from the operating systems and the 
applications that make use of them, an important 
first question is whether either or both of them 
can be avoided or if it is possible to otherwise 
constrain the vulnerabilities in some fashion. For 
some applications, the answer is clearly no, since 
they are essential to providing the desired user 
functionality. Most applications currently depend 
on underlying operating systems for many tasks 
such as storing files, scheduling multiple tasks 
and handling security and network functions. 
Vulnerabilities in the operating system pose direct 
threats to the application, yet many operating sys-
tem functions will still be required. If some of the 
operating system functions are not really needed, 

however, perhaps that software can be simplified 
and made less vulnerable to attack.

Most of today’s workstations, desktop and laptop 
computers are installed with a suite of applica-
tion software, including office-related software for 
document preparation, spreadsheets and more. 
Downloads from trusted vendors are the norm, but 
subject to the vagaries of the user’s system. Access 
to remote sites, such as those on the Web, are 
typically enabled via a Web browser, where each 
website complies with standard Web protocols and 
vulnerabilities in the browser protocols can have 
repercussions for users of the websites visited. 

Reliance on structured information in the form of 
digital objects is another way to circumscribe the 
operations, since one knows both the nature of the 
operations to be performed and the targets of those 
operations. Digital objects, whether embodying 
what is traditionally viewed as “content” or actions 
to be taken on that content (perhaps in the form of 
executable code for which trust mechanisms can 
be invoked) can easily be incorporated within the 
DO architecture to enable a scalable and evolvable 
system going forward.

The largest growth in computational facilities 
has recently been with wireless devices, such 
as smartphones and tablets, where the devices 
may not be intended for use as general purpose 
computing platforms; and user desired functions 
that are not already installed on these devices are 
enabled by obtaining vetted computer programs 
(applications or “apps”) usually written by others. 
Such apps can provide services of their own, or 
enable access to other resources on the Internet. 
Users typically activate these apps by touching the 
screen on their wireless device or taking an equiv-
alent action. These apps can be customized by 
their providers to give a unique experience either 
using the device or in connection with a remote 
service or interaction. Thus, suppliers of such apps 
are usually not constrained by the technology to 
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any single set of application protocols or means 
of presentation, but those made available with the 
user’s device are often the most convenient to use. 
By this measure, the Web, along with the Web 
browser, is but one very pervasive app.

Apps, in general, may not require many services typi-
cally provided by an operating system. In this chapter, 
it is assumed that the operating system may be viewed 
as a mini-version of a combined traditional operat-
ing system with a high-level programming language, 
which we call “MyOp” for short. MyOp is assumed 
to provide a well known programming language 
execution environment, network access, maintenance 
of address books and/or mailing lists, the ability to 
select and schedule resources for execution and the 
ability to execute public/private key encryption and 
decryption. It is assumed that usual file and folder 
operations are replaced by use of a special purpose 
app that provides repository functions and uses either 
internal storage (if necessary), external storage (if 
available) and possibly both under certain conditions. 
Synchronization functions are not discussed here, but 
these could be embedded in MyOp or combined in 
the repository app.

MyOp is assumed not to be programmable by 
third party computer programs, and since apps 
cannot directly interact with other apps except 
by communicating with them via information 
structured as digital objects, this should limit the 
vulnerability from external threats to manifest 
themselves through unknown installed “hooks.” 
It remains to be seen whether it will be possible to 
inhibit apps from permitting the execution of third 
party digital objects that are executable programs. 
If not, the use of specialized sentinel programs 
called “bastion objects” that cordon off the range 
of operations of such apps may be required. If a 
user can be aware of all the downloaded apps on 
his device, he can be made aware if an unwanted 
app were somehow to arrive. In any event, since 
he would have taken no action to cause it to be 
downloaded (of which he was aware), either his 

system would detect it to be unwanted and take 
appropriate action or, somehow, his system would 
have had to be fooled into making such a request 
(or getting his system to think such a request had 
been made). All this is to explain how the discourse 
of dealing with threats and defense against such 
threats would shift from a wide unknown range of 
possibilities to a situation in which various types of 
attack scenarios can be better described and thus 
dealt with both before, during and after the fact.

No other actions are allowed by any app relative to 
MyOp, and further no app is permitted to inter-
act with any other app except by passing identified 
information, referred to here as digital objects. So, 
temporary or permanent storage of digital objects 
takes place via the internal repository app or by pass-
ing the information to an external repository. Digital 
objects are constructed by the repository app, or by 
APIs (application programming interfaces) that make 
use of it, according to a meta-level standard and pars-
able structure understandable by apps throughout the 
Internet; a unique persistent identifier is also associ-
ated with each such digital object. Thus, all arriving 
and departing information is in the form of digital 
objects, and internally generated information that 
does not leave the local computational environment is 
also stored as one or more digital objects.

Information in the form of digital objects flowing 
over the component networks of the Internet can thus 
be individually identified along with all incoming 
and outgoing information from any device or other 
computational facility. Although there is no require-
ment that any part of this information, including its 
associated identifier, be made visible in the network, 
users may wish to make the identifier part of a given 
digital object visible for any of several reasons. One is 
that the provenance of the information can be made 
available when the information becomes available. 
Another is that users can require that references to 
responses from their systems include the identifier 
of each digital object being responded to for cross-
correlation or validation on receipt. Coupled with 
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timestamps and use of public key encryption, this 
approach can also be used to validate individual steps 
in a series of transactions or other operations taking 
place during a single session.

Large server farms will have very different needs 
than an individual user’s computational devices, but 
their level of expertise can be expected to be much 
higher as well. No matter what the level of expertise, 
however, if such server farms require more sophis-
ticated operating systems and related services to 
support distributed computing (sometimes referred 
to as “cloud computing”) within and among the 
servers in the farm, care will have to be taken to 
identify, isolate and hopefully remove latent system 
vulnerabilities. Internet-based server farms, par-
ticularly if they store large amounts of data, provide 
specific targets for potential attackers. Thus, a com-
bination of local storage and remote storage might 
provide a reliable approach in the event of sabotage 
or denial-of-service. Normally, one might rely on 
remote storage for day-to-day operations and only 
use the then-current local storage choice in those 
cases for which the remote storage is unavailable. If 
the remote storage is disabled or destroyed, or can-
not otherwise be brought back up for days, weeks or 
months (or longer), a user can temporarily resort to 
the user’s local storage capability. 

It is assumed these server farms can be operated 
both reliably and securely. However, users may 
wish to store their digital objects in encrypted 
form, with the keys kept separate from the remote 
storage site. In this case, operations with the 
remote storage site will likely be of the warehous-
ing variety with entire digital objects being passed 
back and forth. When encryption is not required or 
is not invoked, operations with the remote storage 
can be more fine-grained, and specific elements of 
the digital object may be accessed directly or after 
performing one or more remote operations with-
out the need to retrieve the entire object. Recent 
developments have shown that remote interactions 
with encrypted objects are also possible in certain 

cases, but this aspect is not explored further in this 
chapter. In cases of very large objects, which would 
consume bandwidth and take time to transport, 
the ability to access directly specified parts of the 
object would have obvious appeal. 

In each of these cases, the potential number of digital 
objects can be quite large and users cannot, and 
indeed will not, be able to remember their identifiers, 
even if they can recall attributes of the digital objects 
to which they were assigned. Software known as reg-
istries serves the purpose of allowing users to register 
such objects, presumably automatically in most cases 
and manually (if desired) in others. These registries 
can be installed as separate apps on the user devices, 
or provided by server farms over the Internet. In both 
cases, the registry metadata will be produced either 
manually by the user or automatically at the time 
the original digital object is created. Indeed, the user 
should be able to annotate such metadata and have it 
apply to the metadata pertaining to a specified range 
of digital objects.

If a user’s device is lost, he may lose the apps that 
were available on it, but some vendor implemen-
tations should permit the user to access such 
programs over the Internet at no additional cost 
and inhibit the operation of that app on the lost 
device. At a minimum, this capability would seem 
to require each such computational device to have 
its own unique identifier, and perhaps be able to 
hear about such loss via MyOp; however, other 
means of disabling such apps are also possible.

In this model, the role of IP addresses would 
remain unchanged, along with the role of rout-
ers and networks that interpret them. In addition, 
those components would have the added advan-
tage of using the digital object identifiers to meet 
stated objectives as well. The DO architecture can 
thus be integrated into the existing Internet as well 
as working in other communication systems. To 
clarify this point, in a proposed modification to 
the 1995 Federal Networking Council definition, 
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the Corporation for National Research Initiatives 
(CNRI) recommended adding the words “or 
integrated with” to the section that talked about 
applications layered on the underlying protocols.5

In an architectural environment where all accesses 
to systems, services and other resources are man-
aged using identifiers for each such resource, and 
all information is structured in the form of digital 
objects, the task of Internet defense is altered in 
several fundamental ways. When operations in 
the Internet can be made more structured, one no 
longer has to be on the lookout for bit patterns whose 
purpose and intent cannot easily be determined. If, as 
a result, most actions consist of a more limited set of 
types of basic operations (which the author refers to 
as “meta-level operations” to reflect the fact that they 
indirectly reference the actions to be taken and their 
targets), it may be possible to develop protective steps 
that are more effective. This is definitely not the case 
today. If the digital object architecture were integrated 
within the Internet, its operations and targets would 
be separately identifiable so that, from these identi-
fiers, the digital objects that were involved could be 
determined from the metadata, and the users could 
(if they choose) retain all the associated digital objects 
for later analysis (if desired). Many other properties 
of the communication could also be acquired, such 
as timing data for each digital object (e.g., creation, 
dispatch and arrival) should that be of interest. This 
is particularly important in connection with emerg-
ing Internet capabilities that relate information about 
“things” to other information in the Internet.

A user who is well aware of what is happening on 
his device will ordinarily be in a position to take 
manual action if necessary. First, he has to be paying 
attention, which may not always be the case. Second, 
an attack may have significant negative impact 
within seconds, or even microseconds. Thus, the 
ability of a system to respond in kind would seem 
to be essential. Efforts to develop cognitive systems 
that understand their environment, their own capa-
bilities and modes of behavior, and threats to their 

operation have been undertaken in the past; but the 
task has remained daunting by virtue of the many 
degrees of freedom posed by the general problem. 
In other words, there are just too many things to 
have to know about, look for and react to. With the 
digital object architecture, the number of possibili-
ties is greatly reduced and, thus, the likelihood of 
success is potentially much higher. An environment 
where threats could be internalized within a system, 
and where the system can defend itself with mobile 
programs specifically tasked and authorized to take 
actions against fast moving attacks, would provide 
an immediate benefit to the user by defusing the 
attack in real time. It could also serve to provide 
data for a post-mortem report on the attack.

As a matter of policy, it would be useful if users can 
work with the involved carriers or other relevant 
service providers when such problems arise to 
determine what happened. This can be helpful in 
determining what networks, proxy servers or other 
related infrastructure or resources may have been 
compromised, and how best to thwart any such 
ongoing incidents. This would potentially have the 
effect of enabling legitimate backpressure or other 
corrective action wherever required in the Internet. 

Conclusion
The digital object architecture would impact the 
nature of many Internet activities by making them 
more explicit and, thus, potentially more defensible 
against attack. It would help to support an informed 
discourse about implementation of effective Internet 
defense strategies that are difficult to achieve today. 
The continuing transition to the DO architecture is 
an incremental process that may take years to com-
plete. In the meantime, considerable progress could 
be achieved (especially for users) in understand-
ing what is transpiring on the Internet (including 
on their machines and devices), and working with 
Internet service providers to ensure that undesirable 
events can be more easily diagnosed and prevented, 
or at least detected and hopefully defused before 
they cause substantial damage.



America’s Cyber Future
Security and Prosperity in the Information AgeJ U N E  2 0 1 1

216  |

1. Peter J. Denning and Robert E. Kahn, “The Long Quest for Universal 
Information Access,” Communication of the ACM, Vol. 53, Issue 12 (December 
2010): 34-36, http://dx.doi.org/10.1145/1859204.1859218. See also 
Corporation for National Research Initiatives, “A Brief Summary of the Digital 
object Architecture” (1 June 2010), http://hdl.handle.net/4263537/5041.

2. Sean Reilly, “Digital object Protocol Specification,” Corporation for 
National Research Initiatives (12 November 2009), http://dorepository.org/
documentation/Protocol_Specification.pdf.

3. See Robert E. Kahn and Vinton G. Cerf, “What is the Internet (And What 
Makes It Work),” Corporation for National Research Initiatives (December 
1999), http://www.cnri.reston.va.us/what_is_internet.html; and Robert 
E. Kahn, “The Architectural Evolution of the Internet” (17 November 2010), 
http://hdl.handle.net/4263537/5044.

4. U.S. National Coordination office for Networking and Information 
Technology Research and Development, “FNC Resolution: Definition of 
Internet” (24 october 1995), http://www.nitrd.gov/fnc/Internet_res.html.

5. Patrice A. Lyons, “The End-End Principle and the Definition of Internet,” 
Corporation for National Research Initiatives (10 November 2004), http://
www.wgig.org/docs/CNRInovember.pdf.

E N D N OT E S



ChApter Xiii: 
SCENARIOS FOR THE FUTURE OF CyBER SECURITy

By peter Schwartz



America’s Cyber Future
Security and Prosperity in the Information AgeJ U N E  2 0 1 1

quote.
— Author



|  219

By Peter Schwartz

S C E N A R I O S  F O R  T H E  F U T U R E  
O F  C y B E R  S E C U R I T y

the increasing value of Cyberspace
The value of cyberspace has the capacity to con-
tinue to grow at least as fast as it has over the last 
40 years, becoming an ever more vital part of 
society’s infrastructure. This assumes, however, 
that information networks, and particularly the 
Internet,1 will become more efficient, economic, 
reliable and secure – and that we do not act to 
undermine its value. Its future growth and value 
depends on our ability to apply to it the rule of law, 
better technology and appropriate social norms.

Cyberspace has become increasingly valuable 
since 1967, which marked the beginning of dial-
up access. I first accessed the Advanced Research 
Projects Agency Network (ARPANET) – the 
precursor to the Internet – in 1973 with a TI 
Silent-700, a portable computer terminal manu-
factured by Texas Instruments, which was about 
the size of a suitcase with an acoustic coupler for 
telephone connection. Through the 1990s, the 
value of cyberspace rose steadily – but mostly 
within the computer and academic subcultures. 
Then, in 1995, the World Wide Web became an 
effective communication and business platform, 
with Amazon, eBay, Google and others leading the 
way. The Internet moved from an esoteric, small 
phenomenon to an increasingly global phenom-
enon. More and more businesses, services and 
government institutions connected to the Internet 
for one reason or another. As a result, the value of 
the Internet rose rapidly in the last decade and a 
half (see Figure 1). 

As long as cyberspace remains relatively secure, it 
will continue to grow in value as fast as it has in 
the past, or faster, because connections increase 
exponentially as more people are involved and 
technology advances. A great example of the 
evolutionary dynamics at work in cyberspace is 
the introduction of Apple Inc.’s iPhone application 
platform. Hundreds of thousands of applications 
quickly developed to use that platform in novel 
ways. The Internet is expected to only get faster, 



America’s Cyber Future
Security and Prosperity in the Information AgeJ U N E  2 0 1 1

220  |

less expensive and more accessible around the 
world. As a result of endemic human use of the 
Internet, society will depend on it ever more. The 
Internet will be, if it is not already, a significant, 
critical part of global infrastructure. For example, 
on a recent visit to rural Rajasthan, India I encoun-
tered a young, extremely poor woman coming 
down a hillside having illegally harvested 100 kilo-
grams of firewood she was carrying on her head 
– while checking her smartphone on which local 
village had the best price for firewood. 

However, cyber insecurity and its related chal-
lenges could cause the value of cyberspace to 
decline. This chapter examines how that might 
happen, and identifies several factors that might 
help indicate whether cyberspace is evolving in 
ways that will promote its ever-increasing value, 
or whether security concerns, conflicts and poor 
management will diminish its value.

the Architecture of the internet today
In their 2010 book Cyber War, Richard Clarke 
and Robert Knake outline certain basic principles 
of the Internet: Because networks have to stand 
on their own, each network is a self-organizing, 
bottom-up system as opposed to a controlled, top-
down system.2 On the one hand, this characteristic 

makes it extremely difficult to modify archi-
tectures; on the other, it dramatically reduces 
vulnerabilities. If part of the system breaks down, 
this does not interrupt the system as a whole. 

While the Internet’s distributed structure persists, 
there are many who believe it should be trans-
formed to concentrate more power and control 
at the top. Most cyber-related policy discussions 
revolve around this struggle: Should we empower 
individuals to secure themselves, for example, 
through software on their laptops; or should we 
build walled gardens, very secure networks that 
are cut off from their surroundings and controlled 
from the top down? 

This issue is currently playing out in the “Apple 
world.” There, Apple Inc. CEO and co-founder 
Steve Jobs can prevent a software company like 
Adobe Systems Incorporated from running its 
software on an Apple device such as the iPhone 
– simply because he does not like the software, or 
because he does not think it fits Apple Inc.’s view 
of the desirable user experience. This argument, 
driven by the desire to control the experience, 
create perfect security, etc., is perfectly legitimate 
within the Steve Jobs-controlled universe. Indeed, 
downloading software or products from Apple Inc. 
is highly efficient, economic, effective and secure 
… as long as users are inside the Apple world. 

In addition to corporate walled gardens like Apple 
Inc., there are also national walled gardens, a great 
example of which is the expanding great firewall 
of China. If more cross-border attacks continue of 
the Estonia-Georgia, Stuxnet or even the Google-
China variety, nations may be inclined to say, “We 
want to opt out of a global Internet.” 

The Apple Inc. example and, to a certain extent, 
the China case, provide alternative models for the 
evolution of the Internet – and there are virtues 
associated with both the top-down model and the 
distributed structure. However, if walled gardens 

Figure 1: vAlue oF iNterNet to SoCiety  
over time
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continue to persist, they may begin to break down 
the virtues of the Internet’s bottom-up system, 
ultimately transforming the nature of its evolution, 
creating islands of disconnection. 

ACtorS ANd their relAtive power reSourCeS
To understand who is doing what in cyberspace, I 
use scenarios based on a framework developed by 
Joseph S. Nye, Jr., in his 2010 paper “Cyber Power.”3 
Nye introduces three critical actors in the cyber 
domain and describes each actor’s relative power 
resources: 1. governments; 2. organizations and 
highly structured networks; and 3. individuals and 

lightly structured networks (see “Potential Power 
Resources of Actors in the Cyber Doman” text box).

First, there is government, which created the •	
Internet for two purposes: To facilitate connec-
tivity among scientific research stations and to 
provide a backup communications infrastruc-
ture in case of a breakdown in fundamental 
communications. Since then, the role of gov-
ernment has come to encompass everything 
from development and support of cyber infra-
structure, regulation, defense resources, etc., to 
controlling the Internet in terms of access and 

mAJor goverNmeNtS 

•	Development	and	support	of	infrastructure,	edu-
cation, intellectual property. 

•	Legal	and	physical	coercion	of	individuals	and	
intermediaries located within borders. 

•	Size	of	market	and	control	of	access,	e.g.,	EU,	
China, United States. 

•	Resources	for	cyber	attack	and	defense:	bureau-
cracy, budgets, intelligence agencies. 

•	Provision	of	public	goods,	e.g.,	regulations	neces-
sary for commerce. 

•	Reputation	for	legitimacy,	benignity,	competence	
that produces soft power. 

Key Vulnerabilities: High dependence on easily disrupted 
complex systems, political stability, reputational losses.

 

orgANizAtioNS ANd highly StruCtured 
NetworkS 

•	Large	budgets	and	human	resources;	economies	
of scale.

•	Transnational	flexibility.

•	Control	of	code	and	product	development,	gen-
erativity of applications.

•	Brands	and	reputation.	

Key Vulnerabilities: Legal, intellectual property theft, 
systems disruption, reputational loss.

 
iNdividuAlS ANd lightly StruCtured  
NetworkS

•	Low cost of investment for entry.

•	Virtual anonymity and ease of exit.

•	Asymmetrical vulnerability compared to govern-
ments and large organizations.

Key Vulnerabilities: Legal and illegal coercion or retaliation 
by governments and organizations if caught.

potential power resources of Actors in the Cyber domain

Source: Joseph S. Nye, Jr., “Cyber Power” Belfer Center for Science and International Affairs (Harvard Kennedy School, May 2010).
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investment. For example, the U.S. government 
opposed Verizon’s move to buy switch gears 
from Huawei, a Chinese company. In doing so, 
it implicitly informed China that it does not 
trust it enough to buy its hardware. The lack of 
mutual trust will only deepen friction between 
China and the United States. The risk of actu-
ally buying Chinese hardware may, in fact, be 
too great.

Second, there are large organizations like•	  tele-
phone and media companies and Internet service 
providers (ISPs) that are users and/or providers 
of cyber infrastructure and systems. These highly 
sophisticated organizations, which can operate 
both domestically and globally, are govern-
mental or quasi-governmental in many places 
where national governments play a larger role in 
telecommunications.

Finally, there are individuals or small organiza-•	
tions with relatively limited resources, which can 
access the Internet at a fairly low cost. Given the 
nature of cyber systems, they can remain anony-
mous relatively easily, while having the potential 
to inflict massive damage.4

tABle 1: phySiCAl ANd virtuAl dimeNSioNS oF CyBer power

tArgetS oF CyBer power

withiN CyBerSpACe outSide CyBerSpACe

Information instruments hard: Launch denial of service 
attacks.

Soft: Set norms and standards.

hard: Attack SCADA systems.

Soft: Initiate public diplomacy 
campaign to sway opinion.

Physical instruments hard: Enforce governmental 
control over companies.

Soft: Introduce software to help 
human rights activists.

hard: Destroy routers or cut cables.

Soft: Stage protests to name and 
shame cyber providers.

To begin thinking about different cyberspace 
scenarios and how they may evolve, we have to 
consider these three actors and the fundamental 
asymmetry of power that exists between them.

In addition to the targets of cyber power and types 
of cyber attacks, it is useful to think about the 
expression of force in cyberspace, in other words, 
the relationship between government, organiza-
tions and individuals. Again, Nye identifies three 
aspects of influence in cyberspace (see Table 1):

A induces B to do what B would initially other-•	
wise not do. This involves some form of coercion, 
by exercising hard and/or soft power. For exam-
ple, the current WikiLeaks incident is intended 
to produce a change in the behavior of the 
United States and other governments through a 
radical act of transparency. 

Agenda Control – A precludes B’s choice by •	
exclusion of B’s strategies. As an example, ISPs 
can influence the architecture of the Internet 
by monitoring and controlling access via filters, 
firewalls, the use of widely-accepted software 
standards, and through other means.

Source: Joseph S. Nye, Jr., “Cyber Power” Belfer Center for Science and International Affairs (Harvard Kennedy School, May 2010).
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A shapes B’s preference so some strategies are •	
never considered. The anonymity of the Internet 
has created an interesting new environment in 
which people and organizations reconsider doing 
things because of the implications of exposure 
through public dissemination of information. 
WikiLeaks, for example, has had a substantial 
effect on cyberspace power dynamics. 

the Spectrum of Cyber Scenarios
A very simple framework for thinking about cyber 
scenarios is based on the value of cyberspace to soci-
ety, measured in dollars of business transactions, 
volume of activity on the Internet, number of firms 
providing services, number of people on the Web 
and so on. There is a spectrum of scenarios for the 
future of cyberspace, bounded by two extremes: the 
Ideal Scenario and the Worst Scenario. 

the ideAl SCeNArio: opeNNeSS ANd SeCurity
In the Ideal Scenario, the upward trend moves 
forward such that the value of the Internet to 
society would continue to increase exponentially 
because the Internet is increasingly global-
ized and nearly universal (see Figure 2). In the 
third quarter of 2010, the number of installed 
Internet-capable devices reached 5 billion glob-
ally, and that number is expected to increase to 
22 billion by 2020.5 Cell phone networks, which 
are expanding faster than any other networks, 
have made the smartphone the platform of 
choice in much of the world – even in rural 
regions of the world and at the poorest levels 
of society. As a result, the Internet has evolved 
from a tool formerly only accessible to intellec-
tual elites.

What might the Ideal Scenario look like? 
Fundamentally, if the Internet of today is a Wild 
West with very few rules and little visibility into 
what is going on in the networks, the idealized 
world is one in which a more civilized approach to 
Internet usage expands, understanding of and vis-
ibility into networks improves and the Wild West 

becomes mostly tamed. While there will continue 
to be small islands of chaos – for example, indi-
vidual countries where cyber crime persists and is 
largely tolerated – by and large, the cowboys will 
complain that “it’s no more fun here out on the 
range now that the sheriff has arrived.”

Some characteristics of this evolution would be:

Democratization of Internet access and appli-•	
cations. There is a continued deepening and 
extension of all the applications that are cur-
rently leading to more effective uses of and access 
to the Internet in commerce, security, educa-
tion, governance, health and other areas. This 
includes government 2.0 technology, applications 
in health care and education, etc. This is a world 
in which applications continue to proliferate and 
serve the majority of the world’s population and 
organizations of all sizes and shapes.

Increased Internet security through public and •	
private leadership. Public and private organi-
zations will lead the development of effective 
Internet defense and security, through both 
cyber and non-cyber approaches. National and 
regional governments develop more coordinated 
Internet governance institutions than currently 
exist, both domestically and internationally. 
We begin seeing more institutions like the 

Figure 2: the ideAl SCeNArio
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International Telecommunications Union (ITU), 
which is effective in telecommunications regula-
tion, as opposed to inadequate structures like 
the Internet Corporation for Assigned Names 
and Numbers (ICANN). Effective private sector 
leadership may involve increased vigilance over 
network activity and robust infrastructure roll-
outs to secure network components. Both public 
and private actors invest substantial resources 
to defend critical infrastructure systems, par-
ticularly the telecommunications backbone, 
power grids and the Department of Defense. The 
defenses we put up are effective, not because they 
are perfect but because they are good enough 
to deter malicious action. We are able to create 
a very high workload for attackers, who real-
ize that there are easier things to do than to act 
maliciously in cyberspace. 

Deterrence for major countries through •	
entanglement. Part of the reason deterrence 
works is that major countries come to recognize 
the criticality of securing Internet infrastruc-
ture for their own sake. Even China’s leaders 
realize that our systems are so entangled – the 
word “entangled” is correct in a literal sense – 
that they cannot be separated, and that what 
they do to us and to others will bounce back to 
hurt them.

For example, it is interesting to observe there is 
very little hacker activity in India as compared 
with China, particularly given the sophisticated 
computer technology in India. This happened 
because India recognizes that its communica-
tions infrastructure is an empowering tool that 
is central to its success. It has become a kind 
of computer agent for the world, and it knows 
that if it undermines that infrastructure, it will 
really be hurting itself. The Indian case is a good 
example of what China and other countries may 
become, i.e., countries with acute self-awareness 
of their inherent entanglement and complete 
involvement with cyberspace.

Enhanced visibility and potential network •	
redesign diminishes security threats. Over the 
course of his career, Bob Kahn, inventor of the 
Transmission Control Protocol (TCP) and the 
Internet Protocol (IP) – the fundamental com-
munication protocols at the heart of the Internet 
– and former director of the Defense Advanced 
Research Projects Agency (DARPA) when the 
ARPANET was created, has been asking himself, 
“How would we have architected the Internet in 
the beginning, if we knew then what we know 
now? If we were to re-architect the Internet 
today, given its current roles, what would we do? 
How would we migrate from the current state to 
the future state?” As Kahn notes in this volume, 
the initial objective of the Internet was ensuring 
connectivity and moving bits around, whereas 
there is now significantly more interest in man-
aging the information itself. Indeed, Kahn says 
that one of the reasons people are so concerned 
with cyber security is because there is very little 
visibility into what is going on in the networks.

So how can we ensure more visibility into the 
network? While there are likely additional 
methods of achieving visibility, Kahn proposes 
developing a “digital object architecture.” This 
involves creating new categories called “digital 
objects,” which are defined data structures (such 
as a file or a game) that are machine-indepen-
dent. Digital objects would have a unique and 
persistent identification, instructions for storage 
in “cloud” repositories and associated properties 
and transaction records containing metadata 
and usage information. The digital objects would 
be accessed through metadata registries, which 
would essentially act as a firewall between modes 
of access and the specific content in a way that 
enables more inherent, higher-level security of 
content. Such a re-engineering of information 
infrastructure will diminish security threats.

It should be noted that this model is nearly identi-
cal to the model my team developed for digital 
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preservation at the Library of Congress when it 
wanted to create secure access and protection of 
digital property, as well as structures that could 
accommodate evolution over time. Clay Shirky, 
a writer on the social and economic effects of 
Internet technologies, and the late Bob Spinrad, 
one of the inventors of Ethernet, came up with the 
model, which has since been used by the Library 
of Congress. Several different pathways could lead 
to similar models of data organization that facili-
tate both efficiency of access and security.

Constraining and changing social norms. •	
Constraining social norms in the cyber domain 
are becoming common. To make an analogy, 
in most countries today no one urinates on 
sidewalks (except sick and homeless people) 
– but they do the equivalent on the Internet. 
That is, people are willing to meddle with the 
Internet, not necessarily with malicious intent, 
but because they do not recognize how conse-
quential their actions can be. In this scenario the 
Internet becomes like the sidewalks of modern 
societies, and most people in most places comply. 
One effect of this is that hacker culture changes 
because of the recognition by hackers that their 
behavior is no longer socially acceptable. As a 
result there is little malicious hacking or hacktiv-
ism, and few WikiLeaks-like incidents.

It is important to note that there would be little, if 
any, cyber war or terrorism in the Ideal Scenario, 
because we would successfully defend against it. 
The Ideal Scenario involves everything working 
out perfectly right, but recent history suggests that 
reality is unlikely to play out quite so benignly. 

the worSt SCeNArio: CoNtiNuAl AttACkS  
ANd CoNFliCt
In the Worst Scenario, the value of cyberspace to 
society declines rather than continuing the upward 
trend of the last 40 years (see Figure 3). In this 
world, the sheriff does not show up, the rules do 
not develop and the only place the Indians do not 

attack is within the boundaries of Fort Apache. 
It is a world in which the Wild West persists with 
islands of order. As cyber attacks (both physical 
and virtual) increase, the budget, time and energy 
of public and private actors are absorbed attempt-
ing to defend the network. Consequently, the 
economic and social value that the Internet might 
have created is wasted; cyberspace is no longer a 
tool for political participation, cultural expression, 
democratization of education, innovation or busi-
ness optimization. 

The costs of this scenario are very steep, character-
ized by:

Weak public and private leadership. •	 There are 
few effective government institutions and very 
little effort to enhance international gover-
nance structures. Government and companies 
are unable to collaborate, and as a result high 
levels of friction develop regarding cyberspace 
resources. Poor management of the “common 
pool resource” leads to decline in efficiency, reli-
ability and security.

Persistent threat of cyber conflicts. •	 Cyber weapons 
are low-cost and extremely efficient, i.e., no lives 
are invested, no planes are required and identify-
ing the attacker is astonishingly difficult. Cyber 
weaponry becomes the weapon of choice and there 

Figure 3: worSt SCeNArio
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is a persistent threat of cyber conflicts. These cyber 
conflicts may take the form of intra- and inter-
country attacks, may come from both state and 
private actors and may remain in the cyber realm 
or spill over into the physical world. Such conflicts 
will run the gamut from distributed denial-of-
service attacks on a country’s utility infrastructure 
to coordinated harassment of political opponents 
(e.g., the recent cases in which vigilantes identified 
and urged harassment of abortion providers and 
undocumented illegal immigrants).

An increase in cyber terrorism and crime. •	 One 
can easily imagine an increase in cyber crime 
where people act as disruptors and spies who 
steal all manners of information. For example, 
foreign governments steal the intellectual 
property of American firms (and this is increas-
ingly perceived to be both common and almost 
unstoppable). In effect, intellectual property 
becomes a major point of contention between 
nations. 

Wholly insufficient cyber security. •	 Cyber secu-
rity systems are so weak that the workload of 
the intruders is relatively low. Many people play 
“the bad guy,” and a large population of hack-
ers and hacktivists are able to develop new tools 
faster than the good guys. Governments increase 
insecurity by abusing privacy, and people come 
to see government as an enemy with whom they 
are unlikely to cooperate. WikiLeaks and the 
anti-government response from Anonymous, a 
loosely connected group of hackers, are perfect 
examples.

SCeNArioS thAt lie iN BetweeN
We may move toward the Ideal Scenario – if we do 
everything properly – in a smooth way and with 
foresight and leadership. However, the far more 
likely scenario is that we will face a set of crises to 
which we will respond imperfectly, but nonethe-
less in ways that enable us to move toward a world 
where the Internet is secure, efficient and reliable. 
Our transition will not be smooth, and will cost 

more than it would if we simply managed these 
crises effectively, for example, or if we did not face 
crises at all.

On the other hand, we may move toward the Worst 
Scenario. Basically, cyberspace could erode at the 
margins because we are not defending it effectively, 
even without a crisis. Or it could rapidly decline 
because we failed to respond effectively to a series 
of crises, such as cyber wars, cyber terrorism, acci-
dents that break down information infrastructure 
or rampant crime on the Internet. 

Thus, there are also two broad scenarios that lie 
between these extremes: A world moving in the 
right direction, but imperfectly and not smoothly; 
and a world moving in the wrong direction, but 
also imperfectly and not smoothly. The most likely 
outcome is somewhere in the middle, getting some 
things right and others wrong (see Figure 4). 

indicators to watch
There are certain forces pushing us away from the 
Wild West toward a well-ordered world, and vice 
versa. Several trends may indicate which forces are 
prevailing and which scenarios are becoming more 
likely, including:

Pace and pattern of technological innova-•	
tion. Do the protectors and systems architects 
get ahead of the attackers in terms of innova-
tion? Are better security systems, software, etc. 
deployed effectively? To what degree do major 
technological developments like ubiquitous 
sensors, smart cities and smart grids, cloud com-
puting and authentication technologies affect the 
security of the Internet or complicate the job of 
those trying to defend it?

Punctuated equilibrium evolution, not revo-•	
lution. Is there a kind of steady – but radical 
– evolution, where the Internet may experience 
some growing pains but will remain fundamen-
tally reliable and secure? Or will the network 
become plagued by hackers, cyber attacks, 
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overburdened networks, costly security mea-
sures, etc., causing a fundamental break that will 
require reinventing the system?

Successful adoption of new layers. •	 Are the gov-
ernment, business and technology leaders who 
are constructing the Internet able to design and 
implement new technological layers that increase 
efficient access and security? 

Rising social norms/declining international •	
conflicts. Is there an agreed-upon standard for 
appropriate online behavior? Do different coun-
tries adhere to this standard, or is cyberspace 
behavior contentious? 

Increasing faith in our institutions. •	 Do people 
actually trust government institutions to manage 
cyberspace?

These forces affect the speed and effectiveness 
with which cyber attacks are deployed – as well 
as the defensive measures that are deployed 
against them. Unfortunately, people like Mike 
McConnell, former head of the National Security 

Agency, explain that while we are still talking 
and not acting, there will inevitably be some 
catastrophic event that will cause us to overreact, 
and that we will, in a sense, oscillate between not 
enough control and too much control.6 Managing 
that is going to be difficult, and we are bound to 
get some of it wrong. 

progressing toward the ideal Scenario
If policymakers want to influence the ultimate out-
come of these scenarios, what can they do? 

Three key opportunities are:

Leading efforts to enhance governance of the •	
Internet, driving toward adoption of common 
rules and standards of civil behavior.

Encouraging and supporting research into •	
redesigning the architecture of the Internet to 
improve visibility into the network and diminish 
security threats.

Supporting the extension and continued •	
build-out of the Internet in both advanced and 

Figure 4: A rANge oF CyBer SCeNArioS
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Arrive at ideal Scenario:

•	Relatively	smoothly	via	foresight	and	leadership.

•	Or	with	successful	response	to	various	cyber	crises.

Arrive at worst Scenario:

•	Through	gradual	decline	into	chaos	with	no	major	
catastrophes along the way.

•	Or	disruptively	via	a	cascade	of	crises	and	failed	
leadership responses.

Cyber crises

•	Cyber	war

•	Cyber	terrorism

•	Accidents

•	Rampant	crime
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emerging markets. As emerging markets increase 
Internet usage and broadband connections, 
their economic ambitions and continued strong 
growth will contribute to an increase in Internet-
related products and services, productivity and 
global economic growth.

The United States will almost certainly have some 
cyber crises in the years ahead. The fundamental 
question to keep in mind, from a policy perspec-
tive, is whether the government is organizing the 
appropriate incentives to move the country toward 
the Ideal Scenario rather than the Worst Scenario. 
The actions and policy choices policymakers make 
today will significantly affect the evolution of 
cyberspace in the long term – which will affect the 
very future of the American society, economy and 
security.

1. As used here, the term Internet means more than just the World Wide Web; 
it encompasses all the ways in which information networks interconnect, 
including, for example, Skype running on the telephone network. Collectively, 
these networks make up what is known as “cyberspace.”

2. Richard A. Clarke and Robert K. Knake, “Cyber War” (New York: Ecco, 2010).

3. Joseph S. Nye, Jr., “Cyber Power,” Belfer Center for Science and International 
Affairs (Harvard Kennedy School, May 2010).

4. Joseph S. Nye, Jr., “Cyber Power,” Belfer Center for Science and International 
Affairs (Harvard Kennedy School, May 2010): 7.

5. IMS Research, “Internet Connected Devices About to Pass 5 Billion 
Milestone” (19 August 2010).

6. Kim Zetter,“Cyberwar Issues Likely to Be Addressed only After a 
Catastrophe,” Wired (17 February 2011), http://www.wired.com/
threatlevel/2011/02/cyberwar-issues-likely-to-be-addressed-only-after-a-
catastrophe/ 
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