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To be uncertain is to be uncomfortable, but todmtain is to be ridiculous.
-Chinese Proverb

Without a humble buteasonableconfidence in your own powers you cannot be
successful or happy.
~Norman Vincent Peale



DEDICATION

This work is dedicated to:

-Tim, Gail, Tracy, and my grandparents for theintmued support and confidence in me,
no matter what factors it is based on.

-Dr. Tamara Wilkins and Sgt. Josh Lego for insgrine as two of the most erudite

people | have ever met, taking the time to encaueagl challenge me during my time at
MSU.

-Ryan Hartmann for being my own personal Tenzinggdg over the last 13 years



ACKNOWLEDGEMENTS

I would like to acknowledge my thesis advisor anichpry reader, Kristan Wheaton, for

his guidance and thought provoking discussions theecourse of this work.

| would like to thank Professor Hemangini Deshmiddhher instruction and assistance

in performing the statistical analysis on this watkvas a great help.

I would also like to thank Mr. Richards Heuer foaking some of his work and personal

correspondence available to me in furtherance ofeagarch.

Finally, I would like to acknowledge Jen Lee andk®Lyden for making their work

available to me, and their advice throughout tlfeeess.

Vi



ABSTRACT OF THE THESIS
Appropriate Factors To Consider When Assessing yaigaConfidence In Intelligence
Analysis
By
Joshua J. Peterson
Master of Science in Applied Intelligence
Mercyhurst College, 2007

Professor Kristan J. Wheaton, Chair

[Analytic confidence in intelligence analysis isopic on which very little
specific research has been done, yet has an ibtgedipact on the United States
Intelligence Community’s ability to accurately imfio policymakers. This study
examines what little literature exists on analgomfidence in intelligence forecasting, in
addition to discussing relevant studies from th@adsciences, and those factors found to
have an impact on confidence in decision-makingfter examining each of these
factors, an experiment was conducted to test tpethgsis that these factors are
appropriate factors upon which to rate analyticficemce in intelligence analysis. The
findings of the experiment suggest that those facee indeed valid ones to consider
when assessing analytic confidence, though moearels is recommended to make the
experiment’s results more robust. This thesis kmles with recommendations for future
research, and this author’s assertion of his owthatkto assess analytic confidence as

discussed in the work.]
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CHAPTER ONE:

INTRODUCTION

“It's a slam dunk,” is probably the most infamoutatement of analytic
confidence in recent history. Those words, spoksn then-director of Central
Intelligence George Tenet, expressed his certaougr finding weapons of mass
destruction in Irad. Ironically, while history has proven this suret be have been
wrong, it is a rare example of expressing analgbafidence within the Intelligence
Community. To eliminate this rarity of expressiagalytic confidence, the Intelligence
Reform and Terrorist Prevention Act, signed inte lay President George W. Bush on
December 17, 2004, explicitly called for intelligen analysts to express analytic
confidence in their analyses:

“[Reviews of finished intelligence products] shoindlude whether the

product or products concerned were based on alteswf available

intelligence, properly describe the quality andatality of underlying

sources, properly caveat and express uncertamtiesnfidence in

analytic judgments, properly distinguish betweedeartying intelligence

and the assumptions and judgments of analysesneorporate, where

appropriate, alternative analysés.”

This directive has been realized, in part, as exadd in the July 2007 National

Intelligence Estimate (NIE). Contained within this NIE, and those following i$ a

short section which attempts to explain the diffiee between analytic judgments and

'William Branigin, “CIA Director Tenet Resigns,” Q83/04, Washington Post,
http://www.washingtonpost.com/wp-dyn/articles/A1822004Jun3.html (accessed May 14, 2007).

2 United States Governmemntelligence Reform and Terrorism Prevention Ac2004,
December 17, 2004ttp://www.nctc.gov/docs/pl108 458.pdf

3National Intelligence Council, “The Terrorist Thteéa the US Homeland,” July, 2007, Office of
the Director of National Intelligence, http://mwwnidgov/press_releases/20070717_release.pdf (accesse
August 31, 2007).



analytic confidence levels. Following this is aree briefer overview of how analytic
confidence is rated and that it is based on “thepscand quality of information
supporting our judgments.” While this brief mention is certainly a step toda
incorporating analytic confidence ratings in evanalytic work, it is confusing to read,
awkward in its application, and does not leavertdaer with a clear understanding of
the NIE’s analysts’ confidence in the very sameorepClearly more changes need to be
made.

Expressing analytic confidence in intelligence gsigl would have two enormous
benefits. First, decision makers will be able ¢& she analyst’'s confidence in his/her
own assessment, possibly even question them afbeutcbnfidence, and thereby make a
more informed choice as a result. Second, gremteountability would be achieved
through analytic confidence because it would pre\adtype of audit record which could
be reviewed by superiors and oversight committeebe future. This would leave less
ambiguity in what went into the decision maker’snthiwhen acting on a piece of
finished intelligence.

Despite these benefits, there is one hurdle tocowee before analytic confidence
can be utilized to its full potential: What showdd should not be taken into account
when formulating an expression of analytic confoeh The United States Intelligence
Community bases its confidence ratings on only taaiors: source reliability and the
difficulty of the questiorr. While this thesis supports source reliabilityaasimportant

factor to consider in analytic confidence, it wglb on to suggest that it is onbne of

“Ibid.

®National Intelligence Council, The Terrorist Thréathe US Homeland,”
http://www.dni.gov/press_releases/20070717_relpdse.



manyfactors to contemplate when formulating an analgtnfidence rating. After all,
with the current system of focusing exclusivelysmurce reliability, what happens when
two highly reliable sources’ directly conflict? Irelying only on source reliability
analysts set the stage for a poorly calibratedidente rating, and thus may affect a key
decision from policymakers or military leaders.

This thesis will argue that despite the relativeartte of studies focused
specifically on confidence in intelligence analystidies and experiments in other fields
concerning accurate measures of confidence in idacmaking shed light on what are
appropriate measures to consider when formulatinglacalibrated analytic confidence
rating in intelligence analysis.

The purpose of this study is to determine precisdiat should and should not
affect an intelligence analyst’s construction aloafidence rating in his/her analysis, and
to demonstrate that those factors are indeed treg@suanes of what analytic confidence
should be based upon. Doing so will go a step heybe requirements laid out in the
Intelligence Reform and Terrorist Prevention AcR6D4 by moving away fronmtuitive
methods of estimating analytic confidence and mgvitoward a method of
calculating/assessing analytic confidence whictbased upon research and evidence
applied to the analytic tradecratft.

Based upon that, the following hypotheses were @tated: First, that the
concepts identified in the proceeding literatunae® are appropriate factors to consider
when assessing analytic confidence in intelligeacalysis. Second, that these factors
when compiled and tested together in an experinveilit have an increasing or

decreasing affect on experimental subjects’ armabgnfidence, with regard to the factors



being manipulated so as to appropriately increaskecrease analytic confidence in high
confidence and low confidence groups respectivélgird, that when subjects perform a
routine analysis without any discussion of analgbafidence or the factors identified in
this thesis, their analytic confidence will varyegtly within that group (control group).
The result of this will be a more accurate arahdardized reflection of analytic
confidence in intelligence analysis. As one stuoly confidence and uncertainty in
decision making has warned:
People tend to be overconfident and not well catdat in their evaluation

of their response, it is essential for decision enako be cautious when
making critical decisions.



CHAPTER 2:

LITERATURE REVIEW

Before examining the literature pertaining to atialgonfidence it is important to
cover some definitions. To begin with, there ise&d to differentiate analytic confidence
from the actual analysis and the words of estineapixobability contained therein. For
example that ‘it is highly likely there are weapaisnass destruction in Iragq.” While the
likelihood of that analysis being true is quitethig the eyes of the analyst, it is based on
the available evidence. Analytic confidence isdhalyst’s rating of his/her confidence in
the information available, the way they have goheua analyzing it, and the analysis
itself, a measure that goes beyond simply whaethéence points to and conveys how
comfortable or confident the analyst is in his/fenecasted analyses. The estimate is
based on evidence; analytic confidence is basedhenanalyst’'s confidence in the
analysis, and the process and inputs by which is wr@ated. Though it can be
confusing, in realm of intelligence analysis botle anportant and can make all the
difference in the world.

Analytic confidence is also to some extent sepaft@ any rating of source
reliability from which the analysis was construgtdtbugh source reliability is certainly
one of many factors to be considered when asseasiaigtic confidence. It is possible
to have a finished piece of analysis with a veghHevel of source reliability and yet an
extremely low level of analytic confidence. An exae of this would be when all of the

evidence gathered points to one outcome, say thathas weapons of mass destruction;



however the analyst’s confidence in the report ddaé quite low?. The reason for this

lowered level of analytic confidence could be, b tthesis will outline, due to the
complexity of the issue, lack of knowledge/expeteon the part of the analyst, time
pressure, or not having used any structured metinatie analysis.

It is also prudent to clarify the difference betwgesychological confidence and
analytic confidence. Psychological confidence banlikened to a ‘feeling’ about a
particular subject. It is not based on any scienor verifiable system; instead it is
entirely subjective and varies greatly accordingotases and heuristics. An example
would be a student feeling confident their collégibockey team will win the national
championship after going to only 1 game and knowiathing about the sport of hockey.
Analytic confidence differs because it is not based orealifig’; instead it is a more
‘legitimate’ rating of one’s confidence in a padiar analysis and the analytic process by
which it was formed. In the example, the studeatialytic confidence in his/her hockey
forecast should be quite low due to factors such Bk of understanding of the sport,
seeing only one game, the statistical chances of @am winning a national

championship in a particular year, along with a lereray of other factors.

The Origins of Analytic Confidence

Efforts to better understand analytic confidence raoted in studies on decision

making in the field of cognitive psychology, which the school of psychology that

®Schrage, What Percent Is 'Slam Dunk'?,” http://wwashingtonpost.com/wp-
dyn/articles/A37115-2005Feb19.html.



examines internal mental processes such as proiving, memory, and language.
Cognitive psychology, a relatively new sub-fieldhimn psychology as a whole, began to
take shape in earnest in the 1950’s with the a¢éual “cognitive psychology” coined by
Ulric Niesser in 196%. Within the cognitive sub-field, judgment and dgéoh making is

a branch of interest and research. It is herehimithe realm of psychologists and
academics that analytic confidence has its psygmdbdroots.

As one might expect, there is yet another levedulf-groups within the judgment
and decision making concentration, however only ainthese truly relates to confidence
in decision making and analysis. Psychologicalgiec theory, based primarily on the
work of Amos Tversky and Daniel Kahnemiafocuses on the decisions people make
and how they go about making them (a vast andcattifield in and of itself). Their
work, beginning in the 1970’s, supplemented byvioek of Baruch Fischhotf from the
1980’s onward, is the foundation on which this splexed field been built. As will be
seen in the latter sections of this literature @ayiother social scientists, including many
cognitive psychologists, have taken further stapsying these research interests.

It is important to note that while the monumentarkvof scholars like Tversky

and Fischhoff were focused on decision makingai$ wot directed toward the concept of

"Twapedia], “Cognitive psychology,” 11/15/2007, Wiz
http://wapedia.mobi/en/Cognitive_psychology (aceddsovember 20, 2007).

®Dr. Michael R.P. Dougherty, “What is Cognitive Peglogy?,” University of Maryland,
http://64.233.167.104/search?g=cache:IS9FuGJ8xDad:hsos.umd.edu/psyc/dougherty/classes/Psyc341
/history%25200f%2520cognitive%2520psychology. pptp:wvww.bsos.umd.edu/psyc/dougherty/classes/
Psyc341/history%25200f%2520cognitive%2520psychalmgtghl=en&ct=clnk&cd=1&gl=us (accessed
November 20, 2007).

°Amapedia, “Kahneman & Tversky,” 02/23/2006, Amazom,
http://amapedia.amazon.com/view/Kahneman+&+Tveidky/09612 (accessed November 20, 2007).

®Carnegie Mellon University, “Baruch Fischhoff,” 2B0Carnegie Mellon University,
http://sds.hss.cmu.edu/src/faculty/fischhoff.phgcéssed November 20, 2007).



analytic confidence. Instead, it sought to underdtthe inner processes and reasons by
which humans’ psychological confidence in theiridienn making develops. Thus, the
main thrust of discussing social scientific thoughtl research is not to speak of its direct
bearing on analytic confidence, but instead to @eplhat factors have been found to be
accurate measures of well calibrated confidencdeitision making. It is through this
lens that research in decision making applies i tiiresis on analytic confidence in
intelligence analysis.

In a more narrow scope, the history of analyticficemce as a concept in the
field of intelligence analysis has only recentlygbe to come into the public limelight.
Though there can be little doubt that there havenhmst internal efforts by intelligence
agencies to incorporate some form of analytic dmrfce into their analyses, the
documentation of these initiatives are not avaddblthe public. However a few articles
have been made public on the website of the Ceirtalligence Agency discussing
analytic confidence in their estimates over apprately the past five yeat$.

Much of the discussion within the CIA's Center fbe Study of Intelligence is
centered on improving intelligence analysis andekgressing the associated confidence
in it, has centered on psychological confidencanalyst's estimates. Efforts to better
convey the likelihood of forecasted events canr@eed all the way back to a pioneer of
the CIA’s analyst school: Sherman Kent. Kent prtedothe use of “Words of
Estimative Probability” which, as stated befores ased in expressing what the evidence

in the analysis points to. These words have ptshlobeen confused as expressing

YcCentral Intelligence Agency, “Center for the Studyntelligence,” 09/17/2007, Central
Intelligence Agency, http://https://www.cia.govHary/center-for-the-study-of-intelligence/index.htm
(accessed November 20, 2007).



confidence in the analysis, when in reality theg axpressions of likelihood. Thus,
while many analysts attending the CIA’s school, admafter Kent, may think they know
what analytic confidence is and how to express i, quite possible that instead they are
expressing a level or degree of likelihood in tHenecasts, though no details on how to
measure levels/degrees of likelihood or how theydarived, are given.

However, in spite of analytic confidence not bedigectly addressed until early
this century, there are some very brief mentionsaaly as 1964 in a recently unclassified
“classic piece” written by Kent himself. In it Kent tells analysts studying particularly
difficult or vague topics that:

Obviously no one expects you to be wholly accuoateery confident of

your findings. But you people are after all the extp, and it would be too

bad if | had to go to others for this stuff who knéar less about it than

you.

Yet on many occasions a writer will feel uncomfbtéa-and justifiably

so--with a bare "It is likely that. . . ." Such alth statement is seemingly

more confident than the situation would warrante Triter will feel

something akin to a compulsion towards modestyaaddve to soften the

"likely" by introducing it with a "we believe" one estimate*®
In the first quote Kent, probably without even real it, is alluding to the need for an
avenue by which analysts can express their cordelem subject matter they may not
feel comfortable working with. His comment, whisbunds almost like a coach’s pre-
game pep talk, is an effort to persuade analyst®ke a stand on their analyses and

realize that they will not be right about everythiall the time. Similarly, the context of

the second quote also highlights the need to irchaine form of confidence expression,

2Sherman Kent, “Words of Estimative Probability,IF064, Central Intelligence Agency,
http://https://www.cia.gov/library/center-for-théusly-of-intelligence/csi-publications/books-and-
monographs/sherman-kent-and-the-board-of-natiostihates-collected-essays/6words.html#ft10
(accessed November 20, 2007).

Sibid.
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which wouldn’t necessarily “soften” the estimatet bwould allow analysts to convey
their uneasiness in their forecasts. These refeseto analytic confidence, while not
direct, foreshadowed discussion four decades lgta@nalysts at CIA.

In 2003 Jack Davis, a scholar at the Kent Rese@satiter, published “Analytic
Professionalism and the Policymaking Process,” @icl& written in a question and
answer format discussing many facets of anafysidn the seventh question, Davis
mentions “analysts’ confidence levels” and whatorgse should be taken if a
policymaker erroneously attributes the wrong leeél confidence to an analyst’s
forecast® Though Davis uses the term “analysts’ confidet®eels,” the ensuing
paragraphs strongly indicate he was in fact spgaldrcertainty levels in forecasting not
analytic confidence.

Davis’ article is mentioned for two reasons. FEirsshows the degree to which
even scholars at the Center for Intelligence Stidieem to be confused about the
difference between psychological and analytic aarice. Although Davis used the term
“confidence intervals” what he was really referritigwas likelihood of the estimative
judgment on the part of the analyst. Essentidigyis was discussing what to do if a
policymaker misrepresents the forecasted likelihobdn event in an estimate produced
by an analyst, yet he erroneously refers to it esnfidence levels.” Second, this
mentioning of analytic confidence brings up an img@ot point if taken literally and
Davis’ proceeding discussion is ignored. If expiass of analytic confidence are

included in intelligence analysis, the possibildy those “confidence levels” being

3jack Davis, “Analytic Professionalism and the Ratieking Process: Q&A on a Challenging
Relationship,” October, 2003, Central Intelligegency, http://https://www.cia.gov/library/centeayrf
the-study-of-intelligence/kent-csi/docs/v02n4p.tfaracessed November 20, 2007).

Blbid.
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misrepresented will also exist. Though perhaps afothe same dire importance as
misrepresentation of the estimative judgment itsedfgine if the CIA’s Irag WMD team
had told George Tenet they had extremely low cemio@ in their estimate on Iraq’s
WMD program. Then, instead of echoing his analysbnfidence level Tenet tells the
President the CIA thinks it is a “slam dunk.” Theplications of such a
misrepresentation are colossal. Jack Davis askexkimemely important question in his
article, he just answered it in a different context

In December, 2005 Jeffery Cooper wrote an artiotatie Center for the Study of
Intelligence on improving intelligence analysis, igh briefly mentioned analytic
confidence in its fourth chapt&t. Discussing methods of communicating both estiveati
and analytic confidence, Cooper writes:

Communicating complex judgments and degrees ofidente in those

judgments is best done through conversation ambagparties, which

demands different mechanisms than simple disseiomaff “facts.” If

the mechanisms for interaction with the users tdlligence are designed

only to support the provision of individual piecafsevidence rather than

to engage both parties in an extended conversetishich ambiguity and

subtlety can be communicated, it is unlikely thahex party will be

satisfied with these interactiohs.
It is very important to note that here Cooper dédfdiates between estimative judgments
and confidence in those judgments. This quote detnates that analysts and those at
CSI are beginning to incorporate expressions offidence in their work, though

Cooper’s suggestion for conversation may not bellwhwractical to the intelligence

community. Furthermore it may be inferred thatr¢his still some confusion about the

®Cooper, Jeffrey R., “Curing Analytic Pathologiestifvays to Improved Intelligence Analysis,”
December, 2005, Central Intelligence Agency, htiggs://www.cia.gov/library/center-for-the-studf-o
intelligence/csi-publications/books-and-monograptshg-analytic-pathologies-pathways-to-improved-
intelligence-analysis-1/chapter_4.htm (accessedeher 20, 2007).

Ylbid.
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difference in estimative versus analytic judgmend dhus Cooper’s suggestion for a
dialogue between an analyst and policymaker may tep toward its clarification. It is
in Cooper’s dialogue that may demonstrate exprgsamalytic confidence’s true worth.
That is an analyst’'s being able to discuss thesemations and uneasiness about their
confidence in their forecast with the policymakendaclarify any questions or
misunderstandings between them.

These internal efforts coupled with the IntelligenReform and Terrorism
Prevention Act of 2004 that have slowly carved auplace for expressing analytic
confidence in intelligence analyses. Unfortunatalither the scholars at the Center for
the Study of Intelligence, nor the authors of t8&INIEs, have really clarified what are
appropriate factors on which to formulate a wellibzated expression of analytic
confidence. Additionally, within the IC as a whdakere is no accepted universal way to
convey/quantify analytic confidence which only addsthe confusion surrounding the
concept.

Although the idea of inserting a formal indicatof analytic confidence in
intelligence analysis has entered into the puldadm of discussion as a result of recent
‘intelligence failures’ surrounding the terroridtaecks on September 11, 2001 and Irag’'s
weapons of mass destruction, efforts to implemieist ¢oncept have been in the works
for some time. Regardless of the exact date whendea surfaced, the fact that it has
not been implemented with any overarching sucasdisates either an unwillingness to
incorporate this concept in analyses on the patthefintelligence Community, or a lack
of ability on the part of the analysts. Howeveithwthe passing of the Intelligence

Reform and Terrorism Prevention Act of 2004, corwgyanalytic confidence in some
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manner in each final piece of intelligence analysisow something every analyst has
been mandated to do by the US Congress and thiel&e's

One way to express such confidence is a numemgaksentation, set on a 1-10
scale, accompanying each piece of analysis thgstnaloduces. While literature within
the US Intelligence Community is sparse of thisjecth the field of decision-making
psychology is lush with research on effective mdthof communicating confidence. In
fact, in her doctoral dissertation in psychologwrdine Wesson writes, “While people
appear to have a preference for receiving numepicdiabilities, as communicators they
often feel more comfortable using verbal phrasdsX¥Vesson then goes on to explain
numerical representations of confidence are tylyicalore precise than their verbal
counterparts, then noting the argument against noatevalues as carrying the illusion
of precision which may suggest the probability ofeaent is measurable, which in reality
it may not b&€® While Wesson’s extremely detailed research, dogemany other
aspects of decision-making psychology not relet@amhis work, leans toward expressing
confidence in numeric terms, this is not the onbtmod used.

Verbal or non-numeric expressions of confidence fatend, most notably in
intelligence, in NIEs. Expressions labeled as highdium, and low confidence are used
by the NIEs’ authors to express their confidencithenestimates, which at least according

to Wesson sacrifices much of the precision attadbedumeric ratings. Regardless of

¥United State Government, “Intelligence Reform awdrdrism Prevention Act of 2004,,”
12/17/04, http://www.nctc.gov/docs/pl108_458.pdf.

¥Wesson, Caroline J., “The Communication and Infageaf Confidence and Uncertainty,”
November, 2005, University of Leicester, http://wiesac.uk/pc/bdp5/Cari's%20Thesis.pdf (accessed May
15, 2007).

“UIpid.
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which method, verbal or numeric, is selected fae, usis imperative t@actually express
them Interestingly, while four NIE’s were made pubiit the years between the Iraq
WMD NIE and the most recently released NIE on Isantclear program, all of which
contained sections describing how the Intelligenr€emmunity defined analytic
confidence and how it was rated, there was notnglesiactual mention of analytic
confidence in the estimative portion of the NfsThe first recent public NIE to actually
put analytic confidence into practice was the NIk lcag’s WMD programs, which
contained 8 statements of analytic confideffceFollowing that NIE, not a single
expression of analytic confidence was includedhm next 4 public NIEs, despite all of
them having sections detailing and defining analgibnfidence. With these reports
coming from the National Intelligence Council, @rcbe inferred that the exclusion of
statements of analytic confidence in the NIEs betwée Irag WMD NIE and the
Iranian nuclear program NIE was not accidentalis Tvas clearly a conscious choice, to
leave out analytic confidence expressions, yet kbepsection detailing what analytic
confidence is and how it is rated. While it is gibe that most of the readers of these 4
NIEs did not really care about the lack of analgbnfidence ratings contained in them, it
is hard to believe that no one in the United Statelligence Community noticed how
careless this looked. Then comes the NIE on $rantclear weapon’s program, released

in late 2007 In this NIE, almost as if trying to make up folack of them in past

ZKristan Wheaton, “Part 5 -- Enough Exposition! lseBet Down To It...,” January 8, 2008,
Kristan Wheaton, http://sourcesandmethods.blogspot. (accessed January 8, 2008).

2bid.

“National Intelligence Council, “Iran: Nuclear Int@ms and Capabilities,” 12/03/2007, Office of
the Director of National Intelligence, http://mwwnidgov/press_releases/20071203_release.pdf (accesse
January 8, 2008).
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NIE's, there were 19 statements of analytic comfae in only 31 sentences of
analysis®* Not only does this seem excessive when comparetiet total number of
estimative statements in the document, but itge alorth mentioning that the majority of
the statements of confidence were ‘high confidénde.fact, there was only one lone
‘low confidence’ statement in the entire docunfént.Certainly the US Intelligence
Community is world-class, but that many statemearfithigh confidence bring back to
mind the many studies of people’s tendency towartapnfidencé®

Unfortunately, despite the foreseeable benefitgatd implementing analytic
confidence measures into intelligence analysisretheas been very little published
research focusing directly on confidence as it teslato intelligence forecasting.
Information can, however, be gleaned from studresexperiments focusing on accurate
confidence gauges and decision making in cognfisychology and other fields within
the social sciences. In examining these studiedeitision making psychology this
literature review will highlight what their resuléfiowed regarding valid factors affecting
confidence. The impetus behind this being thatfam$ors which affect confidence
calibration are discussed, a list of factors artalghould consider when formulating their

own analytic confidence expressions will be derived

#\Wheaton, Part 5 -- Enough Exposition! Let's Get Doio t...,”
http://sourcesandmethods.blogspot.com/.

National Intelligence Council, Iran: Nuclear Intems and Capabilities,”
http://www.dni.gov/press_releases/20071203_relpdse.

#Qverconfidence,” 2007, http://overconfidence.bebaralfinance.net/ (accessed March 2,
2008).
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This literature review will examine the few preveoworks relating to analytic
confidence in intelligence analysis, and the figdirof various experiments in social

science fields attesting to what are appropriatasuees to assess in analytic confidence.

Confidence In Intelligence Analysis

Perhaps the most telling reason for the lack daingjtative research done on
analytic confidence in intelligence analysis isRashards Heuer puts it, “it is difficult to
judge over confidence in a probabilistic environti€h He then continues:

When we [CIA analysts] report that the Shah of Iraii “probably”

remain in power, we are at the same time implyireg tpossibly” he may

not. When the Shah then falls, was our estimatng? Or were we even

overconfident in our judgmerft?

Heuer’'s point is well put; the nature of what ihggnce analysts forecast is inherently
more complex and multi-faceted than the simple siecs people make each day, on
which there is a wealth of literature in the sosalences. Moreover, when denial,
deception, misinformation, and disinformation aaetéred into an analyst’s job, judging
the appropriate amount of confidence in report®bes even more tenuous. Heuer goes
on to say that while certain general tests havevehanalysts within the intelligence
community to be overconfident, he disagrees witthsiindings based on a number of
reasons. One such reason is what he terms ‘chéerence,’ taking what is the most

likely outcome and assuming it is true, then usthgt assumption to base other

inferences® This strategy reduces the large number of prditiabi and options an

?"Heuer, Richards J., “Are Analysts OverconfidentZripublished Manuscript1980).
“pid.
“Ibid.
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analyst faces, but statistically sets up the ahabysppear overconfident. Additionally,
Heuer cites contradictory information as anothéafiwhich causes intelligence analysts
to only appear overconfident, when really they siraply trying to, “make inferences
from conflicting evidence® In his paper, Heuer says that he does not féelligence
analysts are as overconfident as some social siests maintain, and that, “in dealing
with probabilistic events, one cannot draw any stmtclusion from any single case.”
Interestingly, one study has done just that, & draduate thesis Mike Lyden
looked specifically at the estimative accuracy dE®&Nwhen terms such as ‘likely’ or
‘certain’ were used® Surprisingly, Lyden found that, when NIEs makéineative
statements using words like “likely,” they are @mtrapproximately 77% of the time --
not too bad considering the complex issues oftet aéth in such documents. In fact
CIA Director Mike Hayden concurs on this point whatking about how ‘good’ the CIA
is [on a 1-10 scale] saying:
“The first thing you've got to understand is, eightl nine aren't on our scale.
OK? If it's up at eight or nine, it's generally tlo¢ business of intelligence. |
mean, intelligence works in a range of things #dratinherently ambiguous. And
even when we're at the top of our game, it's weggy rare that we can give
certitude to a policymaker. And so, one of theghithat | would try to do - | am
trying to do - is to inform both the public at largnd others within the

government that, as good as we might be, 10 céytaiith regards to our
judgments, that's never going to be achieviéd.”

Nbid.
bid.

#Michael Lyden, “The Efficacy of Accelerated Analysh Strategic-Level Estimative
Judgments,” (Master's Thesis, Mercyhurst Collegay I007).

Sbid.

#Central Intelligence Agency, “Transcript of C-SPANerview With CIA Director,” April 17,
2007, Central Intelligence Agency/CSPAN, http:fiktt/www.cia.gov/news-information/press-releases-
statements/press-release-archive-2007/transcrptspfan-interview-with-cia-director.html (accessed
March 2, 2008).
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Hayden and Lyden both make an excellent point erathbiguity of intelligence
work, however Lyden’s second finding is much mouepssing. He found that: NIE
estimates using words of certainty like “is,” “willand “has” are only correct
approximately 57% of the time. That is a 20% défece in the accuracy of estimate
statements, and it is counterintuitive to say gast> That the NIE’s authors are wrong
more often when using words of certainty, than wlemg words of likelihood, is
troubling and does not instill much confidence iany of the NIEs’ forecasts. While it
is true that there are not ratings of analytic m@erice attached to most, if not all, of those
estimates, it would be reasonable to concludetti@NIES’ authors were likely to have
been more confident in what they were ctain about than what they thought was
likely.

Looking back at what Heuer said previously, it htidoe unfair to say the
intelligence community is overconfident based ore ar two wayward estimates,
Lyden’s study of a sample of 100 estimates conthinelO NIEs, out of a population of
approximately 960 estimates contained in 96 NIfgnaing from the 1950s to the
present, presents clear evidence that the UnitatksStntelligence Community has long
experienced problems in confidence calibraton.

Richards Heuer also speaks of analytic confidetiuaygh briefly, in his book

Psychology of Intelligence Analysisvhen discussing how well calibrated analysts are

with their confidence judgments. Calibration is a measure of forecasting precision

Fbid.
bid.

%"Heuer, Richards JBsychology of Intelligence Analygtsook on-line] (Langley, Virginia:
Central Intelligence Agency Center for the Studyntélligence, 1999); available from
http://http://lwww.au.af.mil/au/awc/awcgate/psycheifindex.html; Internet.
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comparing the confidence in the forecasted eveppéring, to the frequency of that

event® The experiment described in Heuer's book outliaeseries of confidence tests

involving horse handicappers. The experiment vasrfollows:

Eight experienced horserace handicappers were showist of 88
variables found on a typical past-performance eHart example, the
weight to be carried; the percentage of races iiclwhorse finished first,
second, or third during the previous year; the gytk record; and the
number of days since the horse's last race. Eautiidepper was asked to
identify, first, what he considered to be the fimest important items of
information--those he would wish to use to handieapace if he were
limited to only five items of information per hordeach was then asked to
select the 10, 20, and 40 most important variabéewould use if limited
to those levels of information. Each handicappas ythen] given the data
in increments of the 5, 10, 20 and 40 variable$det judged to be most
useful. Thus, he predicted each race four timeseavith each of the four
different levels of information. For each predictioeach handicapper
assigned a value from 0 to 100 percent to indidatgee of confidence in
the accuracy of his predictich.

Figure 2.1 The results of this were steadily
Figure 5 increasing levels of handicapper
w0 a0 confidence in their forecasts as more
w | ) and more evidence was provided,
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iC__’ 30— —{30
Q .
2 L 1 3 however the accuracy of their forecasts
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55 2 2 3
ga @__@/@\:@ z remained virtually unchanged
§§ n ACCURACY h 2
g ol 1o throughout all 4 predictions. (See
I ‘ | i Figure 2.1) Interestingly, this
| |
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experiment closely parallels
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#yuval, Shahar, “Confidence, Forecasting, Knowledgel Calibration,”

http://www.ise.bgu.ac.il/courses/dm/Lectures/leetliir.ppt (accessed May 14, 2007).

*Heuer, Richards JBsychology of Intelligence Analygtsook on-line].
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intelligence analysis due to the uncertainty aruk laf information experienced by the
handicappers, especially in the early rounds. Thus addition of more information
when making an analysis should not necessarily tegigaa corresponding increase in

analytic confidence.

Confidence in Decision Making

Studies and experiments within the social scief@® proved time and again
that people are generally quite poor at matchirgui@ecy and confidence calibration in
decision making® People tend to be overconfident in their decisjdhus the calibration
between the decisions they make and the accuradiieoh is generally low. Thus,
relying on peoples’ intuitive sense of confidenadibration, in decision making or
intelligence analysis, will not produce accuratafaence assessments. Fischhoff and
MacGregor struck down earlier assertions that sagking people to list reasons why
their answers might be wrong did little to diminiphoples’ natural overconfidence in
their decision$’ However, they did not offer any suggestions @firttown on how to
improve confidence calibration.

In place of relying on intuition, numerous studies/e focused on what factors
promote or adversely effect decision making quaditgl associated confidence in those

decisions. Although there may be situations whenfindings of these studies do not

““Shradha Tibrewal, and John Poertner, “Confidenceuaicertainty in casework decisions: The
supervisor’s role,” School of Social Work, Univaysof Illinois at Urbana-Champaign,
http://cfrewww.social.uiuc.edu/pubs/Pdf.files/catéhce.pdf (accessed May 15, 2007).

“Baruch Fischhoff, and Don MacGregor, “Subjectivenfitence in ForecastsJournal of
Forecastingl 1982 [journal on-line]; available from
http://http://stinet.dtic.mil/oai/oai? &verb=getRed&metadataPrefix=html&identifier=ADA109730;
Internet.



21

apply, generally speaking the ensuing sectionsudsséactors which have been found to
promote accurate decision making and as a resoltiélmprove confidence calibration.
By applying the findings of these experiments, hyosindertaken in the field of
psychology, to the concept of what are and areapptopriate measures to be considered
in constructing an analytic confidence estimatgyjiiive reasoning will be replaced by a
method which should yield better confidence catibra

The factors discussed in the remaining portion ra$ fiterature review were
included in this work based on a number of criteiost importantly, these factors were
found to legitimately affect accuracy in decisioakimg, and thus when present in
intelligence analysis should lead to increased,rapfully more well calibrated analytic
confidence. Factors not meeting this first créarisuch as having analysts/subjects list
reasons why they could be wrong in their forecaste not included as many studies
have found this practice to have little effect sager confidence calibration. In addition
other factors/exercises found to have little effactproper confidence calibration include
increasing the amount of information available (abeve discussion on Heuer's horse
handicappers), instruction on inherent tendenciesvatd overconfidence and
consideration of whom the analysis is for. Secdhd, factors identified are relatively
agreed upon in their affect on confidence calibrati True, some of the factors such ‘the
level of analyst collaboration’ have dissentersictare noted, however as a whole they
are agreed upon as valid findings. Finally, thiestors were selected because they are
readily applied in analytic confidence in intelligee analysis. While other factors may
have been found to affect confidence in decisiorkinga such as the amount of

information at hand, who the analysis is for, @& #mount the analysis differs from the
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status quo, they inject a great deal of ambiguity isituation. Not knowing the total
amount of information possible, who the estimatdesg prepared for, and what the
‘status quo’ is, would only serve to muck up thelgst’'s calibration further, if the

answers to these questions are ever possible.

Thus, while the factors found in the ensuing reva@ not all encompassing, the
research conducted has found them to be releviaplicable, and feasible in the general
scope of analytic confidence in intelligence analyslt is on these criteria that the
following factors have been selected for discussind extrapolation into the realm of

intelligence analysis.

Subject Matter Expertise

Logic suggests that the more knowledge an analgston a given subject, the
better his analysis and confidence calibrationhensubject will be. However this logical
inference was proven incorrect, to some extentPhyip Tetlock in his book Expert

Political Judgment After compiling results from an extensive 20 ryexperiment

focusing on forecasting accuracy and confidencibregion, Tetlock counter intuitively

concludes that subject matter experts are onlhthjidetter at calibrating confidence in
their forecasting than dilettantes are. It is im@ot to note that the ‘experts’ in Tetlock’s
study were 284 participants with an average of ¥2a&s relevant work experience, 52%
of which had doctoral degrees, and 96% of which padtgraduate training. The
dilettantes consisted of the same group of pedpdsyever they were classified as

dilettantes when forecasting outside their areexgiertise. Both of these groups scored
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much higher in forecasting and confidence calibrathan did undergraduate studefits.
In fact, despite relatively poor scoring by all doasters, experts and dilettantes scored
higher than undergraduate students throughoutdbk.b

A study in decision making by Tsai, Klayman, andsti#a furthers this point.
They found that “in general, experts seem to bé&bealibrated and less overconfident
than novices®® The results of their study also confirmed Tetledinding that experts’
confidence is not perfectly calibrated, only an ioy@ment over non-experts.

Tetlock’'s work is noteworthy in relation to intglence analysis due to its
utilization of real world situations and eventsartitipants in his experiment were asked
to forecast such events as macroeconomic policiekatin America, South African
elections in 1988, and the demise of the Sovietobffi Clearly, these types of
complicated forecasts are experienced in inteltgeamalysis frequently.

By using complicated statistical analyses, Tetlooknes to the conclusion that
subject matter expertise really isn't a panace#otecasting accuracy and confidence
calibration, though it is better to have more knedge and experience than very little.
Essentially, someone with a higher education ilyikko be a better forecaster than a high
school drop out, as Tetlock’'s comparison of expartd dilettantes with undergrads
shows. He does however interject a word of cautwath these results, “as expertise

rises, we should therefore expect confidence iedasts to rise faster, far faster, than

“?Tetlock, Philip E.Expert Political Judgmen(Princeton, New Jersey: Princeton University
Press, 2005).

“3Claire Tsai, Joshua Klayman, and Reid Hastie, ‘E&@f Amount of Information on Judgment
Accuracy and Confidence,” 2006, University of Clgoa
http://home.uchicago.edu/~iwentsai/TsaiEtAl_Confice pdf (accessed May 16, 2007).

*“Ibid.
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forecast accuracy”® Later in his book he reaffirms this point sayifiBeyond a stark
minimum, subject matter expertise in world polititenslates less into forecasting
accuracy than it does into overconfident®.The concept that beyond a certain point,
the accumulation of extensive subject-specific kieolge may actually decrease the
overarching accuracy of the analysis in some chassnot yet been recognized by the
Intelligence Community as a whole.

Evidencing this point is a report recently publdhey the Center for International
and Security Studies at the University of Marylamavhich the authors make consistent
reference to, “individuals currently entering theabytic workforce will be the seasoned
analysts of 2020% Strikingly, the analysts entering the workforoe2006-2007 will
have 13 years of experience in analysis by the tlheecommunity recognizes them as
‘seasoned,’” which is very similar to the experieheeel of Tetlock’'s experts. It is
undoubtedly true that not all of these analystd @ focused solely on one specific
subject, thereby developing a deep expertise. Mewd is interesting to note that
Tetlock’s dilettantes scored nearly identical te txperts in forecasting and confidence
calibration, with little experience in that partigufield.

Furthering this point, Kevin O’Connell, the Directof Defense Group
Incorporated’s Center for Intelligence Research @&mdlysis (CIRA) has said that

analysts with only a few years experience lack“tomtext about the world” needed for

“Ibid.
“*Tetlock, Philip E.Expert Political Judgment

*"Lahneman, William JThe Future of Intelligence Analygtsook on-line] (Volume 1 Final
Report; University of Maryland, 2006, accessed 1ayM007); available from
http://www.cissm.umd.edu/papers/files/future_inaéelalysis_final_reportl.pdf; Internet.
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accurate analysi. Though O’Connell does not give a specific numtifeyears needed
to develop thesis skills, he does go on to detéACs use of subject matter experts
outside of the Intelligence Community in producintglligence analyses.

It is not the intent of this thesis to argue thgbext opinion does not have a place
in intelligence analysis or that it can be replatgdthose with less knowledge and
experience. Instead, the point made about subjatier expertise as it relates to analytic
confidence is that subject matter expertise is delyeficial up to a certain point in many
cases, and that beyond that it may actually bendetital to well calibrated confidence
assessments. Similar to Heuer's horse handicappieesamount of knowledge or
intelligence an analyst has does not necessanitglate to the amount of confidence the
analyst should have in his analysis. Ideally aalyst with post graduate level training,
as Tetlock's experts and dilettantes had, withva years of experience would produce
the most well calibrated confidence assessmenigortunately, at the present time there
have been no studies done on what the optimum tEvehowledge or experience on a

given topic will yield the best forecasts and cdafice assessments.

Time Pressure And Analytic Confidence

The effects of time pressure on forecasting acgurand the ensuing level of
analytic confidence attached to it, is wholly reet to the fast paced world of the
intelligence community. A study of decision-makidgne by the Israeli Air Force
concluded that, “time pressure usually, but notagisy impaired performance,” a finding

which a number of other researchers have verifimbugh a differing array of

“*8Sebastian Abbot, “CIRA and the Business of Revohizing Intelligence Analysis,” Good
Harbor Report, http://www.goodharborreport.com/ri6&8& (accessed May 14, 2007).
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experimentd? Similarly, Speier found that information overloaas it relates to time
pressure, had an adverse effect on the qualityacgwof decisions made by subjects in
her study>® Speier however, went a step further to suggesodel for the relationship
between time pressure and decision making perfacean

Similar to the saturation point in information ol&d, an inverted U-

shaped curve is also used to explain decision pedoce when

experiencing time pressure. Moderate levels oktipnessure result in

accelerated information processing where the datigiaker often makes

high quality decisions in less time than when timianlimited. However,

when time constraints become more severe, deca&ionracy deteriorates

as decision makers either reduce their examinatibrinformation or

consciously choose not to use some informatfon.

Mann and Tan took this concept one step furthehéir study on th@erception
of time pressure and decision making ability. Hattstudy two groups of people were
forced to make complex decisions within the samewarhof time. However, one group
was led to believe they would have to hurry to clatgthe tasks, whereas the other
group was led to believe that had plenty of timeamplete the worR? The results of

the experiment suggested that the mere perceptiome pressure may be as detrimental

as actual time pressure, due to the cognitive anki®ught on by such a perception.

“Niv Ahituv, Magid Igbaria, and Aviem Sella, “ThefEéts of Time Pressure and Completeness
of Information on Decision MakingJournal of Management Information Systetbs no. 2 fall 1998
[journal on-line]; available from http://jmis.beayl.edu/articles/vl5 n2_p153/index.html; Internet;
accessed May 15, 2007.

*’Cheri SpeierUsing Aggregated Data Under Time Pressure: A Medarfor Coping with
Information Overloadbook on-line] (University of Oklahoma, Michael Price College of Business,
1998, accessed 15 May 2007), 1-10; available from
http://csdl2.computer.org/comp/proceedings/hic8818236/02/82360004.pdf; Internet.

lpid.

*3_eon Mann, and Charlotte Tan, “The Hassled Decislaker: The Effects of Perceived Time
Pressure on Information Processing in Decision MgKiAustralian Journal of Managemeh2/02/93
[journal on-line]; available from http://www.agsmsw.edu.au/eajm/9312/pdf/mann.pdf; Internet; aczkss
15 May 2007.

*¥bid.
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Mann and Tan suggested three plausible reasonshiorerosion of decision
making accuracy. It is possible that the anxidtyirne pressure “motivates a reduction
in information search and reliance on simple denisules.®® However resentment at
being hurried through the task is possible, as ubjests’ disrupting their own
concentration by continuously checking the clockge how much time remaingdl.

In a study focusing on other effects time pres$iag on decision making, Lee
and Dry found that subjects’ confidence decreasexitd simply having to make more
decisions within a given time perid8. Subjects participating in the experiment had to
choose between two doors, while being given adefcearying accuracies, then pick a
door and express their confidence in having made ripht decision (psychological
confidence)’ They describe the findings:

There are, however two surprising regularitieshim data. The first is that

mean confidence on no advice trials decreases satihessix conditions.

This shows that people become less confident iim theessed decisions

when they have to make them relatively often. Téisot consistent with

equating confidence and accuracy, because the egiess (on average)

equally accurate across the conditions. The sesaratise is that mean
confidence on advice trials does not increase adioes six conditions. It

is relatively constant, and perhaps even showsghtshverted U-shape.

The lack of increase shows that people do not becmore confident in

those decisions based on advice as the accurdhgtaidvice improve®

It is important to point out that Lee and Dry variboth the accuracy and the

frequency of the advice given in their experimehrtowever, from these findings it can

*bid.
Slbid.

*Michael D. Lee, and Matthew J. Dry, “Decision Mafiand Confidence Given Uncertain
Advice,” Cognitive Scienc80 03/08/06 [journal on-line]; available from
http://www.socsci.uci.edu/~mdlee/trust_lee_dry.pdfernet; accessed 15 May 2007.

bid.
Bbid.



28

be surmised that multiple analyses produced wahsmort timeframe by a single analyst
will generally have a negative effect on the calilon of the analyst’'s confidence to
his/her forecast. Moreover, the complexity of tbeecast/decision, in this case merely
picking between two doors, leads one to believewhtn more complicated analyses the
effect may be exacerbated. As time pressure, erpirception thereof, increases,
peoples’ ability to make accurate decisions dee®asThese findings suggest that
numerous, quickly put together or rushed intellgeeanalyses will be less accurate as a
whole than those produced under conditions of iveigt low pressure. Although time
constraint is unavoidable in the Intelligence Comity its detrimental effect on the
qguality of analyses produced, and its concordafecefon analytic confidence are
important to consider.

There is some disagreement on this point howewvehis thesis Mike Lyden
speaks of a concept called accelerated analysiEhis concept or method is essentially
one in which the analyst(s) rapidly produce anayse products in a short amount of
time, versus the more traditional method of hawangreat deal of time to work with.
Lyden makes the point that this type of accelerategthod/practice is capable of
producing estimates which rival NIEs in terms ofwacy and nuanc®. While | agree
with his findings | feel Lyden’s general thrust encelerated analysis carries two large
assumptions. First, he says accelerated anakysaasalogous to a washing machine in
that it is iterative and “utilizes a constant feadk loop” with the decisionmaker, which

is unfortunately not always possible in analysisSecond, his comparison and discussion

*Lyden, The Efficacy of Accelerated Analysis in $&gic-Level Estimative Judgments.”
OIpid.
bid.
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of nuance in the same section does not give weagtite possibility that classified forms
of the NIEs he mentions could actually contain moabre nuance. Despite these two
criticisms, | feel that Lyden would agree that raghanalysts too much will result in a
worse product than having ample time (even for lacated analysis), and that without a
effective feedback loop the iterative nature ofedexated analysis is stopped in its tracks.
An overarching comment regarding time pressure enistbn making and
analytic confidence is that an ideal analysis andlydic confidence rating would take
place in an environment free of time pressure, wtibe analyst can take full stock of
everything that has gone into a single analysygngrnot to miss any important pieces,
not letting more confirmatory information influentee decision, and assess how that

evidence should weigh on the paired analytic ceamfa# rating.

Task Complexity

Linked to the concept of time pressure is task derify. Simple tasks and
forecasts can be made increasingly difficult if éipressure is added and alternately,
complex tasks can be somewhat eased if enoughisimmfowed to process all of the
available information. These variations in comflexrlso, by nature, affect the amount
of confidence one has when dealing with such taskdact, task complexity has such a
relationship with confidence that one study fouhdo be themain determinant in

subjects’ confidence in their responses regarddéske time limits impose? Despite

%?Heikki Topi, “The effects of task complexity andhe availability limitations on human
performance in database query taskstérnational Journal of Human-Computer Studé®s no. 3 March
2005 [journal on-line]; available from
http://ezproxy.mercyhurst.edu/login?url=http://s¢aebscohost.com.ezproxy.mercyhurst.edu/login.aipx?
rect=true&db=aph&AN=17516901&site=ehost-live; Intet; accessed 15 May 2007.
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Heikki’'s finding on the relationship between conyilg and confidence, no other studies
were found to support the emphasis Heikki placed aa the “main” determinant.

In a separate study from the one mentioned eanlignis literature review, Speier
found that, “Decision accuracy and time were sigaiitly correlated on simple, but not
on complex tasks® Though the study was more focused on the affeiiterruptions
during task completion, the results are still digant because when the amount of
interruption was equal, complex tasks bore lesaracy.

Dunwoody et al. back up this conclusion with res@itom his study on decision
making and human judgmetit. The results of which again suggest task complexit
hindered efforts at making accurate decisions:

Within the confines of the current quantitativektasanipulations, both

task complexity and satisficing appear to expl&i@ tesults. In the most

complex condition, participants would have hadidifity analyzing the

ecology, because its constituent components weterrétated and

provided low task predictability. Conversely, tleast complex condition

allowed subjects to perform well with a minimal amb of cognitive

effort.®®

What Dunwoody et al. are suggesting is that peoyde a choice consciously or

unconsciously between the accuracy of, and the atraficognitive effort put into, their

analysis. This trade-off due to task complexityries serious ramifications for the

3Cheri Speier, Joseph S Valacich, and Iris VessBye ‘influence of task interruption on
individual decision making: An information overlopdrspective,Decision Sciencespring 1999 [journal
on-line]; available from http://findarticles.com#pficles/mi_ga3713/is_199904/ai_n8837238/pg_8;
Internet; accessed 15 May 2007.

philip T. Dunwoody et al., “Cognitive Adaptationdaits Consequences:A Test of Cognitive
Continuum Theory, Journal of Behavioral Decision Makirt, no. 1 Jan-Mar 2000 [journal on-line];
available from http://faculty.juniata.edu/dunwogtgim.pdf; Internet; accessed 15 May 2007.

®philip T. Dunwoody et al., “COGNITIVE ADAPTATION AR ITS CONSEQUENCES:A Test
of Cognitive Continuum TheoryJournal of Behavioral Decision Makint, no. 1 Jan-Mar 2000 [journal
on-line]; available from http://faculty.juniata.ddunwoody/jbdm.pdf; Internet; accessed 15 May 2007.
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quality of the final forecast and the appropriateoant of confidence that should be
attached to it.

Heuer echoes this view on satisficing in saying:

| would suggest, based on personal experience aulssions with

analysts, that most analysis is conducted in a eranery similar to the

satisficing mode. The analyst identifies what appe¢o be the most likely
hypothesis--that is, the tentative estimate, exgilan, or description of

the situation that appears most accurate. Datadiected and organized

according to whether they support this tentativegjuent, and the

hypothesis is accepted if it seems to provide aamable fit to the data.

The careful analyst will then make a quick review ather possible

hypotheses and of evidence not accounted for bgrgferred judgment to

ensure that he or she has not overlooked some iatp@onsideratiof®
Heuer goes on to add that satisficing has threer@rtt weaknesses: focusing on a single
hypothesis, failure to generate a complete seboipeting hypotheses, and focusing on
confirmatory evidence for hypotheses instead afafiirming evidencé’

The point is that as task complexity increases am does the potential for
satisficing to occur, the results of which Heues ltlined. The more complex the
tasking is the more likely the analyst is to satesfon some part of it, whether
unconsciously or not. Though both will likely afteahe ensuing confidence rating in the

forecast, it is this unconscious satisficing thas lthe greatest potential for skewing the

calibration of that confidence due to its surretis quality.

Source Reliability And Conflict

Source reliability, the proven accuracy of a souweer the course of time, is a

crucial factor to consider when developing analgonfidence. Clearly if an analyst is

®Heuer, Richards JBsychology of Intelligence Analygook on-line].
®bid.
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knowingly using consistently unreliable sources/ler analytic confidence should be
accordingly low. If the information itself is sueg, then justifying high analytic
confidence would be extremely difficult.

Lee and Dry’'s study on decision making confidencel aincertain advice
supports this assertion (See Figure 2.2). Inshaly Lee and Dry found that “people’s
confidence does not depend solely on the accuradfieoadvice. Rather, confidence

seems to be influenced by both the frequency aadracy of the advice®®

Figure 2.2
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Fig. 1. The experimental data. The left panel shows the pattern of change of mean confidence for advice trials and
no advice trials across the six experimental conditions. The right panel shows the pattern of change in advice accep-
tance behavior across the six conditions, showing the proportion of advice accepted for advice trials, and the propor-
tion of “go left” decisions for no advice trials. Error bars show one standard error.

It is important to note that those researchersdoswurce confidence diminished
as the accuracy or the frequency of the sourceedsed. While this may seem surprising

that subjects’ confidence was not wholly placethim accuracy of the advice, even when

%|ee and Dry, Decision Making and Confidence Givercéttain Advice.”
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it was extremely accurate (90%), it shouldn’t e basing their confidence on more than
simple accuracy, the subjects in the experimenhdeehave reserved their assessment of
the advice until it proved reliable. It can beeimed that the subjects waited to see if the
advice given was simply a ‘lucky guess’ or if itsva source in which they should place
their confidence over the course of approximaté€l9 8ecisions. Based on this study it
would seem that both source frequency and accumacyeeded before source reliability
was developed in the eyes of the subjects.

Source corroboration, the amount to which souraedlict on a given point of
information, has been shown to be another impoffactor of confidence calibration in
forecasting. Logically, conflicting evidence, frasources of equal reliability, will likely
lead to a decreased level of confidence on the ¢fathe analyst. Emily Patterson’s
dissertation on analysis under data overload stpplois assertio® That study, which
utilized 10 experienced intelligence analysts detkdy their peers as being the best in
their respective divisions, Patterson says thajestsd used sources’ corroboration and
convergence to discard inaccurate pieces of eva@nélowever, her study does make
two interesting points in that corroborating evidencannot dispel evidence from a
reliable independent source, and that as time pssgss the corroborative relationships
between pieces of evidence and sources can changeela> She also notes that

analysts need to make sure the convergent infoomas coming from independent

®Emily S. Patterson, Emilie M. Roth, and David D. #ds, “A Simulation Study of Computer-
Supported Inferential Analysis Under Data Overld4@/01/99, The Ohio State University,
http://csel.eng.ohio-state.edu/patterson//dissertatech_report.pdf (accessed May 16, 2007).

bid.
bid.
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sources, and is not simply one source citing amdthé second benefit of corroboration
amongst sources further boosts the advantage fesmdn minimal evidence confliction.

Not only should an analyst feel more confident aldos/her forecast when the evidence
isn’t pointing him/her in multiple directions, bittalso allows for the discarding of poor

evidence that is refuted by many and perhaps nedigble sources.

Structured Methods of Analysis

Analyzing a problem utilizing a structured metha bbeen found to improve the
guality of the analysis and reduce the overconfidehat is prevalent in human intuition.
Tetlock makes this point clear when saying:

Correlates of good judgment across time and tofnesame more

successful when the spotlight shifted fravhat experts thought tthow

they thought

This point was made in the midst of explaining ttigt reason why some people
are naturally better forecasters than others islme of the way in which they think
about and approach their analysis. In additiorseéhforecasters who thought ‘better’
were also found to have better overall confideraddbation in their analyses.

It is important to clarify that this type of anallyss still based on intuition, not
any type of structured approach to forecastinge 3iibjects of Tetlock’s study were not
using any type of analytic technique other thaiir tinéuitive sense of analysié. Instead

Tetlock’s point is mentioned because it bringsightl the importance diow the analyst

approaches and conducts his/her analysis. Thethd¢aome people are better intuitive

"bid.
"Tetlock, Philip E.Expert Political Judgment
Ibid.
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analysts than others is of relatively little im@ote if everyone can improve their
analysis beyond the scope of intuitive reasoningdigg a structured methodology.

In his book, Heuer outlines the advantages of @meqular structured method of
analysis in great detail, analysis of competingdtgpses (ACH). Heuer says that one of
ACH'’s advantages over intuitive reasoning is that i

Starts with a full set of alternative possibilitigather than with a most

likely alternative for which the analyst seeks aonétion. This ensures

that alternative hypotheses receive equal treatareht fair shak&

The simple act of starting with a widened appro&xtihe problem make this
method, and others that offer the same advantdgeg, @ on an unstructured approach to
analysis. However this is not the only benefitiziig a structured method offers. An
analytic methodologies project found Heuer's ACHtmoe “helps analysts overcome
cognitive biases, limitations, mindsets, and petoep’®” the elimination of which
should improve the final analysis and serve todbethlibrate the analyst’'s analytic
confidence. From this assertion it can be infethed simple intuitive reasoning includes
bias, limitations, poor mindsets, and perceptior@e of which would serve to better
calibrate confidence.

ACH in fact addresses one such pitfall/bias speadiff. Asher Koriat, of the
University of Haifa, found that:

The present studies investigated the possibilitat thssessment of
confidence is biased by attempts to justify one'®sen answer [or

Heuer, Richards JBsychology of Intelligence Analygsook on-line].

Diane E. Chido, and Richard M Seward Structured Analysis Of Competing Hypotheses
(Mercyhurst College Erie, Pennsylvania: Mercyh@stlege Institute of Intelligence Studies Pres€6)0
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hypothesis]. These attempts include selectivelyustng on evidence
supporting the chosen answer and disregarding esédeontradicting if’

Koriat goes on to say that people have a bias\airfiag positive evidence over
negative evidence on a given hypothé8&ihis is where ACH truly shines in accurately
calibrating analytic confidence. Not only does A@Huire the listing and consideration
of alternative evidence, it also scores onlyiti@mnsistenciesvith the given hypotheses,
not the consistencies.

Heuer however interjects to include a word of cauin putting too much faith in
the use of ACH or any other structured method:

There is no guarantee that ACH or any other praeedull produce a

correct answer. The result, after all, still deperah fallible intuitive

judgment applied to incomplete and ambiguous in&diom. Analysis of

competing hypotheses does, however, guaranteepropajate process of
analysis. This procedure leads you through a ratj®ystematic process

that avoids some common analytical pitfalls. Itreases the odds of

getting the right answer, and it leaves an audit showing the evidence

used in your analysis and how this evidence waspnéted.’

The point being made by Heuer is that on some leltedtructured methods of
intelligence analysis depend on the interjectiomafitive reasoning. Even the selection
of which structured method to use in a given situmats a decision the analyst has to
make intuitively. Though not all methods are etjuabbust or appropriate in all
situations, the use dny structured methodhould serve to better calibrate analytic

confidence by forcing the analyst to reconsiderhgisassumptions and the evidence at

hand. This is along the same lines as Tetlockirmdlin his book when he makes the

""Asher Koriat, Sarah Lichtenstein, and Baruch Fiffcleals., “Reasons for Confidenceldurnal
of Experimental Psychology: Human Learning and Memiao. 6 (1980).

Blbid.

Heuer, Richards JBsychology of Intelligence Analygtsook on-line].
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point that it is more importaritow one thinks, thamvhat one think€® This hint toward
structure can be extrapolated into more formal oedhin analysis. At the very least a
structured method will move an analyst to lookheg problem from a different, though
maybe only slightly, perspective. Heuer also cites elimination of satisficing as an
advantage of using of structured meth®dsHe explains that ACH, and inferentially
other structured methods, force analysts to consiti@ossibilities in a situation, not just
the one the analyst favors or the obvious Bne.

Structured methods also help to minimize the p#fahtuition can have on
analysis, by exposing them to the analyst durirgggtocess. Some methods may even
provide an audit trail for greater oversight andamtability®® Furthermore, the use of
multiple structured methods in an analysis, therklsther distancing the analyst from
intuitive reasoning and its accompaniment of peafashould increase accuracy of the

analysis and better calibrate the analyst’s confidan the conclusions contained therein.

Level of Analyst Collaboration

The debate over whether better decisions, anddstecare made individually or
in groups has been the subject of numerous stadiexss the fields of social sciences.
Although there is still some dissent, consensusngstothe results of most experiments

suggests that people tend to make better decistonsjder more possible solutions, and

8Tetlock, Philip E.Expert Political Judgment
bid.
#pid.

8Chido and Seward JiStructured Analysis Of Competing Hypotheses
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have better confidence calibration when workingginups as opposed to individually.
Tibrewal and Poertner in their study on casewortisiens in social work settings found
that “overconfidence in a decision can be decredbeough increasing information
processing in social interactions.” They go on to suggest that social interaction
generates greater consideration of more alterrsaivel overconfidence is reduced as a
result® This is the same reason why structured methogsoive confidence calibration;

it forces analysts to consider alternate perspestin their analysis.

Scholz et al. echoes this view in a study focusimg case study judgment
accuracy, where they say “studies have shown ithatyariety of tasks, group judgments
are on the average more accurate than individeabisicussion judgment&® The fact
that these “individual pre-discussion judgments’revenferior to the group judgments
means that the accuracy of individual subjecthendtudy improved as group discussion
was incorporated into the decision-making process.

Concurring with group superiority is a study on gpovs. individual decision
making from Clemson University by Ahlfinger whicbund that “[the study’s results]

show strong evidence that groups working togetmedyoce more correct answers than

#shradha Tibrewal, and John Poertner, “Confidencelimcertainty in Casework Decisions: The
Supervisor's Role,” School of Social Work, Universif lllinois at Urbana-Champaign,
http://cfrcwww.social.uiuc.edu/pubs/Pdf.files/catéhce.pdf (accessed May 17, 2007).

bid.

#Roland W. Scholz et al., “Education in Environméitanning: Effects of Group Discussion,
Expert Information, and Case Study Participatioddodgment Accuracy,” November, 2001, Swiss Federal
Institute of Technology, Zurich, http://e-colleati@thbib.ethz.ch/ecol-pool/incoll/incoll_453.pdt¢assed
May 18, 2007).
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the same individuals working alon¥.” Then adding “[the evidence] all seems to lead to
higher effectiveness of group decision making omdividual decision-making®®
Furthermore, in perhaps the most compelling sttty group decision making

accuracy and confidence, James Surowiecki’s boak Wisdom of Crowdss full of

anecdotes of just how potent the collective acgurand intelligence of groups is
compared to single individuals. From guessing the weight of an ox, to findingpst |
submarine, to guessing the number of jelly beansg jar, Surowiecki details time and
again that under the right circumstances, grougmeht is fair superior to even the
smartest individual®? These “right conditions” as outlined by Surowieake diversity,
independence, and decentralization, all of whicadn® be present to harness the full
wisdom of the crowdd® The book goes into detail describing these caordit and
providing anecdotes of success or failure depenkavg well each instance incorporated
these traits. However, it will suffice to say tladt things being equal, the more people
that are involved, the more diverse the group &) ¢he more each member acts
independently, the more accurate the group’s aisalyifl be *2

Despite this breadth of findings favoring grouguiés over that of individuals,

there is some evidence to suggest that at timesahigdence calibration of an individual

8"Ahlfinger, Hailey L., “Confidence and Work Team Remance: A Study of the Groupthink
Phenomenon,” 04/02/03, Clemson University, httpjclemson.edu/manuscript.php?manuscript_ID=105
(accessed May 17, 2007).

#bid.
89James Surowieckithe Wisdom of Crowd®lew York: Doubleday, 2004).
“bid.
*libid.
“bid.
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may be superior. In a study on confidence in imlial and group decision making,
Puncochar and Fox found that:

Under conditions of group work and instructor fesgcly students

produced higher exam accuracy scores working inggdhan alone but at

a cost of increased confidence for groups’ wrongweaans. Groups’ high

confidence for wrong answers generated the casa vithe® heads’ are

worse than one.” Students participating in grothzg arrived at wrong

exam answers gave higher confidence when wrongamer confidence

when correct for repeated items on a final eXam.
Though these findings directly conflict with theepiously cited studies, it should be
noted that Puncochar and Fox used multiple chasestand subjects first took them
individually before grouping up to take the sanst Bgain. As a result it is possible that
individuals with high confidence individually werable to persuade fellow group
members to even further increase the group’s cenéid in right or wrong answers. The
logic of collective intelligence appears to havéefhin this case. Puncochar and Fox
offer another reason why group confidence may l@en detrimentally high:

Multiple-choice items offered four choices, usudhyg groups focused on

two options, which suggests that groups would kelyito indicate more

certainty?*
It should be noted that the tests had 4 answerpidi from, one of which being
completely right while the others were completelyomg, deviates greatly from
intelligence analysis and its perpetual ambiguity.

Much of the debate over the optimal level of cadiation in accurate decision

making, and associated confidence ratings, focts&arying extents on the concept of

groupthink. The term was coined by psychologminly Janis, who spent a great deal of

%Jjudith M. Puncochar, and Paul W. Fox, “Confidemcenilividual and Group Decision Making:
When "Two Heads" Are Worse Than Onéddurnal of Educational Psycholo@g, no. 3 2004 [journal on-
line]; available from http://www.psychologia.pl/-sjJa/puncochar.pdf; Internet; accessed 18 May 2007.

*bid.
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time researching group decision making. Grouptisrk phenomenon that occurs “when
a group makes faulty decisions because group pesstead to a deterioration of mental
efficiency, reality testing and moral judgmefit.”Janis goes on to add:

Groups affected by groupthink ignore alternativesl aend to take irrational

actions that dehumanize other groups. A group sige@ally vulnerable to

groupthink when its members are similar in backgthuwhen the group is

insulated from outside opinions, and when thererareclear rules for decision

making?®
Clearly this concept poses a large danger to grdegision making and analyst
collaboration in intelligence analysis. Examplegcimbing to groupthink abound in
world history and intelligence failures. The faduto anticipate an attack on Pearl
Harbor, the unintended outcome of the Bay of Pigssion, and even the claim of Iraq
possessing weapons of mass destruction are all geamf how groupthink poisoned
collaborative decision making and the confideneeet thereiri’

However, over the course of his career Janis was & document some
symptoms of potential groupthink within groups,vesll as remedies for it once it has
manifested itself® These findings, as seen in the table, logicahdinot only to a more
dynamic and functional group, they also read asstaof recommendations by which
intelligence analysis could be improved when dangroups (See Figure 2.3). In fact,

becoming familiar with the symptoms and counterraezsmay also lead to better, more

objective intelligence analysis.

®Irving Janis, “What is Groupthink,” Psychologists Social Responsibility,
http://www.psysr.org/groupthink%20overview.htm (assed January 7, 2000).

Sbid.
bid.
%Ibid.
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The implications of adhering to Janis’ findings kbunclude not only better
calibrated confidence ratings, but also the creatiba set of goals for which analytic
groups in the intelligence should strive to me&y being cognizant for the signs of
groupthink, and being well versed in how to minienids effects, a high level of
collaboration becomes an appropriate factor to nreasshen constructing an analytic

confidence rating.

Figure 2.3

Groupthink

Symptoms of Groupthink:

rotect the group and the leader from
information that is problematlc or
contradictory to the group’s cohesiveness,
view, and/for decisions.

Remedies for Groupthink:

1. fitusion of invulnerability —Creates excessive 1. The leader should assign the role of
optimism that encourages taking extreme critical evaluator to each member.
risks. 2. The leader should avoid stating

2. Collective rationalization — Members preferences and expectations at the
discount warnings and do not reconsider outset.
their assumptions. 3. Each member of the group should

3. Belief in inherent morality — Members believe routinely discuss the groups' deliberations
in the rightness of their cause and therefore with a trusted associate and report back
ignore the ethical or moral consequences of to the group on the associate's reactions.
their decisions. 4. One or more experts should be invited to

4. Stereofyped wews of ouf-#eroups Negative each meeting on a staggered basis. The
views of “enemy” make effective responses outside experts should be encouraged to
to conflict seem unnecessary. challenge views of the members.

5 Direct pressure on dissenters — Members are 5. At least one articulate and knowledgeable
under pressure notto e Xpress arguments member should be given the role of devil's
against any of the group’s views. advocate (to question assumptions and

6.  Self-censorship — Doubts and deviations plans).
from the perceived group consensus are not 6. The leader should make sure that a
expressed. sizeable block of time is set aside to

7. {ifusion of unanimity — The majority view and survey warning signals from rivals; leader
judgments are assumed to be unanimous. and group construct alternative scenarios

8. Self-appointed ‘mindguards’ — Members of rivals’ intentions.

confidence and confidence calibration, this redsarcfelt that these factors were

Based upon the factors previously discussed and ¢beelation with increased
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appropriate factors to consider when formulatingating of analytic confidence in

intelligence analysis.
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CHAPTER 3:

METHODOLOGY

In order to test the given hypotheses | had todaoh an experiment. The
experiment tested whether the factors of constigca properly calibrated analytic
confidence rating as outlined in the literatureieev are indeed appropriate and valid
measures. This experiment was designed to deteriintelligence analysts were able
to more accurately rate their analytic confidenceem the factors identified in the
previous chapter were present, compared to whey Wege not. This methodology

section will detail the research design of thiseskpent.

Research Design

The experiment | conducted broke my subjects thtee groups (see the next
section for a full description of the subjects).wdl of the groups were experimental
groups, and one was a control group, used to seisaline with which to measure the
other two against. The experimental groups welgested to differing conditions
designed to control for the combined independenitlikes as designated in Chapter 2
(time, group work, source reliability, structuredettmods etc). The Low Confidence
group was given 15 minutes for their analysis, edrilone, had low source reliabilities,
and could not use structured methods. The Highfi@amce group worked alone and in
teams, used a structured method, had high sourabiliges, no time pressure, and was

encouraged to discuss the scenario with othetseimgtoup.
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Subjects

In order to better apply the findings of my expent to the United States
Intelligence Community, | chose undergraduate aiadlgate students at the Mercyhurst
College Institute for Intelligence Studies. Thi®gram prepares students for careers in
the intelligence analysis field. Due to securilyacances and classification problems, it
would be very difficult to utilize actual analystgthin the intelligence community, so
these students were viewed as an appropriate aliegrsample group.

Mercyhurst College is the oldest and largest tuistin in the world which offers a
four-year program in Intelligence Studies, with acuds toward producing entry level
analysts upon graduation. Students in the progmarsubjected to a rigorous academic
curriculum from their first semester enrolled thgbugraduation. The program prepares
students for entry-level intelligence analysis he tfields of national security, law
enforcement, and competitive business intelligende. addition to foreign language
proficiency requirements, numerous projects, fased classes, and internships, students
are challenged to work on real world intelligencej@cts utilizing open source
intelligence. Thus seniors within the program @mpetent, capable analysts possessing
a wide variety of analytical skills and abilitiesThis analytic education, skill set, and
experience makes them an ideal population on wiochest my hypothesis without
security clearance impediments.

To get participants for my experiment | sent outEamail to all of the students
within the Intelligence Studies program at MercytuCollege, both undergraduate and
graduate students and posted flyers in the Inezllig Studies building (See Appendices

1 & 2). The E-mail contained information about theme, place, and topic of the
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experiment, in addition to asking students to sigm on a bulletin board near the
classrooms in the Intelligence Studies building cempus. The E-mail stated

participation was welcome by anyone other thanhfrem students, and that most
professors within the Intelligence Studies Depanimeould be offering extra credit in

their courses to those students who participateegshman students were left out of the
experiment due to their not having learned the citred Analysis of Competing

Hypotheses method which was to be used in one efettperimental groups. The
exclusion of freshman students also ensured atlslighore experienced and mature
cadre of participants. The sign up sheets foretkgeriment were set up in 3 1-hour
blocks, with 21 slots per block (See Appendix $ubjects were free to sign up for any
block they wished, which was done in an attemperneure a random distribution of
demographics between the 3 groups. Testing toagep? weeks into the winter term,

during which time students have more free time gwina lack of tests that early into the

Figure 3.1
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term. Although all students should have been tatively equal academic footing that
early into the term, it is possible that the exiradit was enough of an incentive to entice
some students to participate who otherwise would have. A total of 60 students
participated in the experiment, with a fairly equslowing across the 5 strata of
educational levels, save a noticeably smaller nunotbeseniors. A breakdown of the

subjects by educational level is found below (Sgerfés 3.1 & 3.2).

Figure 3..

Demographic Breakdown By Group
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Process

Before conducting the experiment | had to get eahérom both the Mercyhurst
College Institutional Review Board (IRB), and tharfripants themselves. Any
researcher conducting an experiment involving humalniects at Mercyhurst College

must be granted permission to do so by the IRBclwinequires researchers to outline
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their experiment and identify any potential dangerdhazards which participants may
come into contact with as result of participatimythe experiment (See Appendix 4).
Upon IRB approval | next had to secure the subjemt®isent to participate in the
experiment. Once all of the students in each gtwag settled into their seats, | passed
out the Consent Form (See Appendix 5). The foneflly outlined what the experiment
entailed, that there were no foreseeable dangdhetsubjects, and that they were free to
leave at any time. The Consent Form also askeds@mne basic demographic
information, as well as the names of the subjegptefessors, in order for me to pass
along the names to the appropriate professors escstildents could be awarded any
applicable extra credit.

Before starting each group’s section of the expent, | asked if there were any
guestions, and instructed each section to carefel the instructions on the sheets

handed to them.

Control Group

The first group to participate in the experimergswdesignated to be the control
group. This group was given the same fictionalligence scenario (See Appendix 6) as
the rest of the groups, and was instructed to simpite an analysis of the scenario.
Each scenario, regardless of group, containeded et of instructions, the scenario and
evidence, room to write an analysis, and the cootm to rate analytic confidence.
However, the experimental groups were also giveinitiens of key terms such as
analytic confidence and source reliability in orderhelp them understand what was

expected of them. On the control group’s sheetrethwere no ratings of source
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reliability in order to leave everything as mangtidn-free as possible. This group was
given as much time as they felt they needed, thaugHikely they felt a very slight time
pressure as they had only signed up to particifeatapproximately 1 hour’s time. After
reading the scenario, writing their analyses, atohg their analytic confidence by way
of a slash through a continuum-like scale (See reigu3), the subjects’ participation
obligation was completed. The use of a continuitk@-$cale to rate analytic confidence
is unique, and was utilized in order to avoid tbee$eeable problem of most students
automatically/unconsciously rating their analytamfidence in the range of 5-8, as many
professors told me | should expect. This norm agabstudents of rating their analytic

confidence within approximately 5-8

Figure 3.3

range is the result of students

realization that professors will questign ©€aS€ mark your analytic confidence (see
example on the board).

them on their confidence if they score|it
Low | | High

any higher than roughly an §.

Concordantly, students are also wary lto

list their confidence as less than a 5, as doingr@ald put them on the firing line with
professors questioning them about how useful itld/doe to a decisionmaker and why
they are taking time to present an analysis thee gaconfidence score of 2 or 3 to.
Subsequently, | thought the continuum method ta liEetter way of soliciting thought
and more honest self-evaluations of analytic canfee® due to its uniqueness, than
merely asking for a number on a 1-10 scale aspEally done at Mercyhurst College.
Looking at the results of the experiment, | fee ttontinuum method of scoring proved

to be very successful in eliciting scores acrogsehtire 1-10 scale. The subjects then
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read a Debriefing Sheet (See Appendix 7), thankuegn for their participation, passing
along contact information for future reference, amstructing them not to discuss what
they had just done with anyone else in order tqpokee rest of the groups’ subjects as

unbiased as possible. The subjects were thendreave.

Experimental Group 1: Low Confidence

The second group to participate in the experimant the first experimental
group, was designated as the Low Confidence groapthis group, though the exact
same scenario was handed to the subjects, souiaalitees were rated low, a stern 15
minute time limit was imposed on the subjects, #rel were told not to speak to one
another while performing their analysis. In aduhii to increase the amount of
confliction between sources, evidence that weninatjdhe majority of the facts was
given slightly higher source reliability. The pess by which the group went through the
experiment was the exact same as the control gwitipthe notable exception being the
time limit imposed. The independent variables waanipulated to be absent, as they
had been identified by literature (see Chapter 2paing valid factors in increasing

confidence.

Experimental Group 2: High Confidence
The third group to participate in the experimeamd the second of the two
experimental groups, was designated as the HigHid&mte group. In this group, the
exact same scenario was handed to the subject®vieowource reliabilities were rated

much higher. Additionally, no time limit was impas on the subjects, they were
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instructed to use the Analysis of Competing Hypsésesoftware found on the computers
(with which all subjects were familiar due to hayinsed it previously in class), and they
were instructed to work in groups in order to dguheir thoughts/analysis of the
scenario (See Appendix 8 for a detailed discussioiRCH). To break the subjects in
this group up into smaller subgroups to discuss Hralyses, | numbered the subjects off
and split them randomly into groups of 4’s and 5Students did not know | would do
this so it is unlikely any of them attempted to mpaihate the group to which they were
assigned. This level of group work allowed thejscis to come up with their own
analysis, discuss/collaborate with other subjests, then go back and re-craft anything
they wished to change. The independent variabk® \nanipulated to be present, as
they had been identified by literature (See Chap}texs being valid factors in increasing
confidence accurately. Despite the differencesthia independent variables, the
experiment was conducted in the same manner aslsEs@bove in the Control Group

section, starting with the Consent Form and endiitly the Debriefing Form.

Data Analysis Procedures
Since the intent of the experiment was to test dredr not the factors identified
in the literature review were appropriate factorassessing analytic confidence; ratings
of analytic confidence were measured on a continlikenscale 5cm long. Students
were asked to draw a line or slash over spot orcoinéinuum line which indicated their
amount of analytic confidence. Then, to convegt slashes to a numeric score, | took a
ruler and measured where the subjects’ slasheseattdbe continuum and recorded them.

For example: If a slash crossed the continuumc8rimeters from the left side (lower
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confidence) of the continuum’s starting line, thieat subject’'s analytic confidence was
recorded as a 7. The measurement was multiplie?l llgcause the continuum was only
5cm wide, so each conversion was the measuren@nttfre continuum’s leftmost point,
and then multiplied by 2.

After measuring all of the subjects’ analytic calefince scores, | put them into a
Microsoft Excel Spreadsheet along with each groule@sographic data, and began my
statistical analysis to see if the experiment'sitesvere statistically significant.

Amongst all three groups the analytic confidendengas expected varied greatly.
The control group was expected to be all over t@iouum in their ratings, while the
low and high experimental groups were expectedetodar their designated end of the

continuum.
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CHAPTER 4:

RESULTS

The results of the experiment on analytic configefactors yielded a number of
interesting and a few somewhat surprising resulisis chapter will detail the results of
the experiment, both relating to each group indigity, and compared to each other as a
whole. For all three groups, statistical analysias performed to determine if the

findings uncovered were significant, and in oneesdagy were.

Control Group Findings

As discussed in the previous chapter, this groug waluded to provide a
baseline against which to compare the other tweexental groups. It also served as a
way to see if subjects who presumably understooy Nile about analytic confidence
would uniformly rate the same scenario equally erali across the continuum in their
ratings. The latter proved to be the case. Tloeescof the 19 subjects in the Control
Group ranged from 1.0 to 9.0 with a mean score.4f @ee Figure 4.1) This group was
also the most equally distributed in terms of derapbics (See Figure 3.2) with no one
or two years commanding an overwhelming majoritihis group’s results were what |
had predicted would be the case: That all thingswgbeequal, analysts’ analytic
confidence will be all over the board (See Apperti)ix However, there is one interesting
result to come out of the control group, an averagenly 5.4. In spite of abundant
literature suggesting that people are naturally ceafident, and my own expectation of
a slightly higher mean (6-7.5 due to students’ dgpianalytic confidence ratings on

assignments), the mean was a modest 5.4. (SeeeF&frfor group demographics)
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Although the possibility that the continuum methaddating confidence was the cause of
this remains an open question, | do not think itulddower the mean an entire point or

more on a 10 point scale.

{ Figure 4.1

Histogram Of Control Group Scores

‘ @ Analytic Confidence Score

Frequency Of Score
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0-1.0 1525 3.040 4555 6.0-7.0 7585 9.0-10.0

Analytic Confidence

Experimental Group 1: Low Confidence Findings
As discussed in the previous chapter, this groupdependent variables were
manipulated so as to significantly decrease theogpate level of analytic confidence
based on the literature review in Chapter 2. Téweup was expected to have
significantly lower rating of analytic confidenc@mpared to the Control Group, but
more importantly the High Confidence Group. Therss of the 21 subjects in the Low
Confidence Group ranged from 0.5 to 7.5 with a m&fa4 (See Figure 4.2). Despite 3

scores of 7.5, the results were generally as eggdeetith a lower mean and an array of
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scores near the lower end of the continuum. THerdnce between the control group
mean and the low confidence mean was not stafigtisgynificant. However, the

narrower range and lower high score indicate thatbles affecting analytic confidence,
which were absent for this group, did have an éfbecthe analyst’'s analytic confidence.
Demographically, the majority of this group was dyrate students (See Figure 3.2),
though their scores shared the same range astihe gnoups’ suggesting this plethora of

postgraduates did not affect the group’s average.

{ Figure 4.2

Histogram Of Low Group Scores

4 - — @ Analytic Confidence Score

Frequency Of Score

1 |—|
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0-1.0 1.5-25 3.0-40 4555 6.0-7.0 7.5-8.5 9.0-10.0

Analytic Confidence

Experimental Group 2: High Confidence
As discussed in the previous chapter, this groupdependent variables were
manipulated so as to significantly increase ther@gmmte level of analytic confidence
based on the literature review in Chapter 2. Témeup was expected to have
significantly higher analytic confidence comparedbth the Control Group and the Low

Confidence Group. The scores of the 19 subjectsarHigh Confidence Group ranged
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from 1.0 to 9.5 with a mean of 5.3 (See Figure .4.3hese numbers bear scores of

important results to discuss.

{ Figure 4.3

Histogram Of High Group Scores

‘ @ Analytic Confidence Score

Frequency Of Score
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Analytic Confidence

First the range, which is wider than even the @bnGroup’s, is surprising
indeed. Despite many of the variables found taoease (and help to better calibrate)
analytic confidence being present, 5 of the 19ettalgave analytic confidence scores of
1.0, 2.0, or 2.5, of which 2 were juniors, 2 weoplsomores, and 1 was a second year
graduate student! Interestingly, the analysis éhsgbjects wrote wholly lent itself
toward a very high level of analytic confidenceheTanalyses were well laid out, used
Words of Estimative Probability (WEPS) superblydadentified a few of the weak
points in the evidence given, yet extremely lowresowere given by all 4. While the
subjects who gave their analytic confidence as Tower were not statistical outliers,
they were excluded during the statistical analgéithe experiment due to their analysis
and analytic confidence being wholly contradictorifost experiment interviews were

conducted with these subjects, and none couldutatee what in the information given in
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the experiment led them to such low scores. THg common thread amongst their
responses was that they felt that despite the dwamaing amount of evidence, high
source reliability, and group work consensus, thidesnce was circumstantial at its core.
Even if one accepts this view, to actually presergh an analysis based on the evidence
in the experiment, to a real world decisionmakeulMide precarious at best. In reality,
none of these subjects could reasonably justify difference between their analytic
confidence and their strongly worded analyseshesd results were excluded.

Second, the demographic split of this group iltisuggested that the lower
average could be attributed to the youth of thgesiib (See Appendix 9). With 15 of the
19 subjects being sophomores and juniors, it isiptesthat more experienced student
analysts would have rated their analytic confidehiggner on as a whole. However the
results of the older subjects do not show this a¢ion to be valid. Moreover, in none
of the 3 groups did years in school seem to hayadeastic effect, with each year having
a wide dispersal in scores.

Third, the scores of the Analyses of Competing dilgpses (ACH) software is
extremely interesting. ACH is an analytic methad® in which hypotheses compete
against each other as evidence that is inconsistghtone hypothesis or the other is
tallied. In a nutshell, the methodology centess d@nalyst’s attention on evidence which
is inconsistent with a particular hypothesis, ahé more evidence that is inconsistent
with a hypothesis, the less likely it is to be tighTo begin with, the scores of the
students’ ACH’s were not commensurate with thellet@nalytic confidence rated, with
the exception of a lone student whose analyticidente was rated at 9.5. The rest of

the group had such scores at -2.414 to -26.312@@07 to -16.656, yet rated analytic
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confidence at 6.5 and 1 respectively (See Figute 4&ven the most lopsided score, 0 to

-25.191, garners only an analytic confidence sobfof the subject.

Figure 4.4
ACH Scores Scatterplot (Sorted by difference)
O - -
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Subjects' ACH Scores
‘ « Unlikely Hostile Intentions = Likely Hostile Intentions ‘

ACH itself is a structured analytic method provenirhprove analysis, and the nuance
therein. While there is no ‘typical’ score for ACH matrix, this author has found that

with most analyses there usually is no more th&ppints between the two hypotheses
being tested. In fact, an analysis which producepread of more than 5-6 points can
begin to border obvious, and thus it may need teefiecused and narrowed even further.
With this in mind, this author’s confusion surroumgithe ACH scores and their paired
analytic confidence ratings comes to light. Things of analytic confidence in relation

to these impressively one-sided SACH scores isusamg at best, though perhaps
illogical is a better label. Perhaps the best tioledo ask of this result, and regrettably

one this researcher did not have the opportunistois: If an ACH score of 0 to -25.191
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only makes your confidence a 6, what score woutdkié to garner a 9.5? Clearly there

is some confusion, lack of understanding, or sincpl@lessness present.

Summary of Results

The data from the experiment was analyzed foissizlly significant results
using a program called Statistical Package for Sloeial Sciences (SPSS), with the
assistance of a statistics professor at Mercyl@oiege. The output of the program was
a large and complex discussion of numerous staistests and formulas, however only
one of these is pertinent for statistical significa in the context of this experiment (See
Appendix 9).

Results of the SPSS testing on the analytic confidescores across the three
groups indicate that there is a statistically digant difference between the means of the
high and low confidence group at the 95% confiddesel. The significance score in
this case was .038, which would actually put thefidence level at 96.2% to be more
precise. (See Figure 4.5) What this significan@ams is that there is approximately a
3.8% chance that these results were sheer coircgdmmd not caused by the variables in
the experiment. While the difference in meansigdyf small, < 2 points on the analytic
confidence scale, a confidence interval of 95%datts that this should not be attributed
to chance, and instead is due to a statisticafjgiscant difference in the data from the

experiment.
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Figure 4.5

SPSS Statistical Output of Experimental Groups
Statistical Significance is Outlined at the Bottom

Multiple Comparisons

Dependent Variable: Analytic Confidence

Scheffe
Mean
Difference 95% Confidence Interval

(I) Section  (J) Section (1-J) Std. Error Sig. Lower Bound | Upper Bound
High Low 1.92857* .73046 .038 .0878 3.7693

Control .91228 74631 479 -.9684 2.7930
Low High -1.92857* .73046 .038 -3.7693 -.0878

Control -1.01629 .68414 .339 -2.7403 7077
Control High -.91228 74631 479 -2.7930 .9684

Low 1.01629 .68414 .339 -.7077 2.7403

*. The mean difference is significant at the .05 level.

Output table from SPSS statistical analysis, thellef significance in the “Sig”
column shows there to be a statistically signiftaasults at the 95% confidence level.

The findings discussed in the previous sectionscad that students, and by
some implication analysts universally, do not ustherd just what analytic confidence is,
nor what are valid factors to consider when devielp@an accurate rating of it. Even in
an experiment which subjects were given the sarfmnmation (though the context in
which it was presented was different), their coafice scores varied greatly within all
three groups. This could be the result of a simiatk of understanding as to what
analytic confidence really is, and how they shaaddess it. This lack of understanding,
on some level, is the result of a dearth of ingiomcon the topic by professors at

Mercyhurst College. This, in part, was the impdbesind this work. There is some

more promising results to take from this study hesve The results of the high and low
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confidence groups indicate that without even readizt, students have a vague notion of
what should and shouldn’t influence their analgimfidence. They may not be able to
articulate all of the factors they unconsciousiyngidered, but nevertheless the spread
between the two groups is evidence enough. Witebénstruction at Mercyhurst
College, students may be able to refine their amatpnfidence ratings, given this and
future research on the subject. These same reastishighlight the need for a more
methodical approach for developing analytic confkeratings in intelligence estimates.
The results show that intuitively, analysts vargaly across the spectrum of scores,
including very low scores when their confidencewdtidoe quite high, and reasonably
high scores when their confidence should be muafero

There are some methodological changes which cbeldnade to make the
experiment more valid. The final chapter will diss some suggestions for improvement
of the experiment, the implications of the expent'ge results, and highlight areas for

continued research in the future.
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CHAPTER 5:
CONCLUSIONS

The purpose of this study was to determine appatgpfactors to consider when
developing a well calibrated analytic confidencersc By controlling for variables
discussed in Chapter 2 which were found to validyrease or decrease confidence in
decision making, subjects were split into grouperehmany or few of these variables
were present. While the Low Confidence group’s meanfidence was a modest 4.4,
and the Control group’s mean confidence was aeseakts.4, the High Confidence group
did not produce a proportionately high mean responghough the results of the High
Confidence group are perplexing, especially givendssociated ACH scores discussed
in the previous chapter, the independent variafplesthe factors discussed in Chapter 2)
manipulated in the experimeaannot be ruled ouas appropriate factors in formulating
analytic confidence. The other two groups in thkpesiment produced scores which
strengthen the argument that factors such as tsmerce reliability, team work, and
source corroboration are indeed appropriate thinggssess when rating one’s analytic
confidence, as they had the expected affect oratla¢ysts’ analytic confidence. Most
notably, the Control group’s wide range of scoredidates the confusion amongst
analysts in just what an appropriate analytic aerice score is, and the pitfall of relying
wholly on intuition known to be faulty. Examinirggly the control group, it is troubling
to put oneself in the position of a decisionmakemg given such a wide range of
analytic confidence from the same information. &l a better and more accurate
method of rating analytic confidence needs to eckaf only to narrow the spectrum of

scores given the same information.
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One method of addressing the confusion surroundlreg scoring of analytic
confidence would be to include a numerical expoessif analytic confidence in each
finished intelligence product. This numerical eegsion would express the analytic
confidence an analyst has in his/her forecast.s Tigure would then be included at the
end of each analysis and could be set on a 1 tgchle, as was done by way of
measurement in the experiment’s results discusseithd previous chapter. 1 being
extremely low confidence based on the appropriatéofs described previously, and 10
being the infamous “slam dunk,” though again basedhe factors identified and proven
to appropriately affect analytic confidence. Iisttvay, readers understand the analyst’s
level of confidence clearly and succinctly and gst would have a uniform method of
rating their confidence. Rating methods similartbk@ one suggested above have
circulated throughout both the intelligence comnwyrand academia, as mentioned
previously in Chapter 2 of this thesis.

A second conclusion to extract from this studyhet tsubjects were more willing
to commit themselves to lower scores than higheresc Whether they felt more secure
in lower confidence, as it would be easier to expiiquestioned, or merely hesitant to
go out on an analytical limb and mark high confickein an experiment they knew was
designed to measure analytic confidence, remaiksawn. It is possible however, that
some of these students were aware of the literaggarding overconfidence, and thus
did not want to appear overconfident in an expeninfi@cusing on the same topic.

Another important conclusion to draw from thisdstus the apparent lack of

understanding of the relation of ACH (and maybeigtred methods in general) to

“Michael Schrage, “What Percent Is 'Slam Dunk'?/3085, Washington Post,
http://www.washingtonpost.com/wp-dyn/articles/A3812005Feb19.html (accessed May 14, 2007).
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confidence on the part of the subjects in the H@pgnfidence group. At least one
subject’'s ACH matrix demonstrated a clear misurtdading of the fundamentals of
ACH, however the correlation of other subjects’lgii@ confidence to their ACH scores
indicates the problem was more widespread. Evefegsors within the Intelligence
Studies Department at Mercyhurst College, who teACH to analysts outside the
school, were at a loss to explain the extremelydowres given by subjects with such one
sided ACH scores. That students would score tealytic confidence so low in the
experiment seems nearly hypocritical based onrdgsarcher’'s knowledge of students’
past analytic confidence scores dealing with mudrendifficult subjects and more
conflicting evidence than presented in the expemimdhe one possible explanation for
this phenomenon is that the subjects in the exmarirfelt as though there was relevant
evidence/information left out of the scenario hartdtohat they should take into
consideration. That is to say that the High Caarice group thought the scenario given
was too one sided and that they should be cautubves rating their analytic confidence
in order to avoid appearing overconfident. A resfl which could be the subjects
gaming the experiment, and not accepting instrastibat the only information available
for their analysis was given to them. While thieeg against the instructions given to the
subjects, this does make some sense given thatsésale naturally prone to seeking out
as much information as feasible on a given topic.
There also seems to be some level of intuitive etstdnding of analytic

confidence amongst students in the intelligenceygam at Mercyhurst College, and
likely the US intelligence community as a wholé.islsort of a ‘I know it when | see it’

level of understanding, not very specific or deepthe experiment’s results reflect a bit
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more than a minimum grasp of this concept. Withrenmstruction and continued
research on this topic, rating analytic confideocaceld become second nature to analysts.

A final conclusion to draw from this study is ththiere is a growing interest
amongst intelligence studies students, and by capbn future analysts, to more fully
comprehend analytic confidence. The reasonabbeléawnrnout for the experiment, on
short notice just after a break in the school ydamonstrates that the relative dearth of
information provided to them on analytic confidemcehe classroom has aroused some
amount of curiosity on the subject. While it igdrthat the extra credit offered by some
professors for participating may also be at playisiimportant to note that 2 of the
subjects came knowing they would receive no creditheir time. It is also noteworthy
that past experiments conducted by graduate stidgnMercyhurst College have not
consistently gotten this many subjects to signng @articipate.

As mentioned in the previous chapter a couplehahges in the methodology of
the experiment might produce more reliable and isagmt results. The following
changes to the methodology might yield more robestlts in support of the hypothesis.
To begin with, a larger number of subjects wouldpbeferable. As seen in the results of
this study, a few scores at either end of the spectveigh heavily on the mean and
statistical significance of the group’s overall o Furthermore, a larger number of
subjects would include more undergraduate uppestias, especially seniors, of whom
there were few in the experiment. Although the lyia confidence scores of the
subjects in all 3 groups of the experiment didewtelate with subjects’ year in school, a

more diverse and random sampling would be idedearfy a sampling of professional
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analysts from within the US Intelligence Communityuld be ideal, but that was outside
the realm of possibility for this study.

Additionally, a refresher presentation on the ug#ity, and robustness of ACH
prior to passing out the scenario to the High Qimrice group may vyield analytic
confidence score more commensurate with the ACHesctobund in this experiment.
Additionally, going over the key term definitionsitiv both experimental groups may
help future subjects to more carefully consideirthealytic confidence scores, as this
would reduce the likelihood that subjects merelynsked over that section of the
handout.

Finally, the use of a continuum line versus a $amumeric expression for the
subjects’ analytic confidence could potentially I¢ielifferent results. True, subjects
should have been able to mentally estimate whexengtfway point on the continuum
was and then mark their scores accordingly, butkisiy with the same numeric
expression the subjects were used to might chamge ®f the scores. While it is only
minimally more difficult to write a number, a singpslash on a continuum can be done
carelessly and without thought, so perhaps askimgafnumeric expression would be
more appropriate in a second experiment.

There is certainly a need to continue researcanatytic confidence, especially to
conduct this experiment again, ideally with a mioleal population of subjects, in order
to more fully test the hypothesis found in thissise Additionally, one specific question
to be researched is: what is the optimum level ravedge or experience on a given
topic that will yield the best results and confidercalibration? There is also a need to

examine specific factors discussed in previous tengsuch as source reliability. How
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should one come up with a numeric expression of\What should that score be based
upon? What causes that reliability to change ahénwit does, how much should it
change? Questions like these are crucial to aumdlerstanding of just how analytic
confidence should be assessed, for without a daepirstanding of its parts, analytic
confidence as a whole may well continue to be cginfuto analysts and decisionmakers
alike. Additionally, further research is neededliyse social scientists with access to the
pool of analysts within the US Intelligence Comntynas results from that population
would more applicable to intelligence analysis. uetecertainly got the ball rolling on
this, but recently there has been very little wddne at the Center for the Study of

Intelligence on analytic confidence that has beaderpublic.

A Step Forward

Throughout this thesis there have been numerousionsrof the need for a more
structured method by which to calculate a scorarddlytic confidence in intelligence
estimates. After having identified and discussethes of the appropriate factors to
consider when developing analytic confidence ratingnd conducted an experiment
which at least partially affirms the hypothesigstresearch set about trying to develop
just such a method. Taking into considerationgiti@lls of relying on human intuition,
and the confusion of such wide ranging scores @ilyéic confidence in the Control
group, this researcher created a self assessnidatfta developing analytic confidence
systematically (See Appendix 10).

The table is essentially list of the factors idiedi in the literature review as

having been found to valid measures of confidemcedcision making, an associated
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numeric range on which to score oneself, and atb@add up the scores from all of the

factors. In order to derive an analytic confidescere, an analyst simply rates herself on
each of the factors individually, within the rangelicated, totals all the scores, divides
by 45, the total number of ‘points’ possible, andltiplies by 10, in order to produce a

number on a 1-10 scale.

While there are certainly a number of foreseeadlaled or pitfalls to this method,
it at least appears to be a step in the right ioe¢oward narrowing the range of analytic
confidence scores amongst analysts, and focuserg tin appropriate things to consider
when rating their own analytic confidence. It wibht force one score on all analysts, as
it is still very subjective at its core, but it mignd to keep analysts relying solely on how
confidence they think they should be. Additionallye explanations provided next to
each score should reduce confusion associatedeath sub-score amongst analysts. An
even greater benefit of these explanations coutdecby way of attaching this self score
sheet to the report it is based on when handitg a decisionmaker. Not only would it
provide an analytic confidence rating, it wouldoalsnmediately show how that score
was arrived at (in an easy to understand tabla),itawould be a tangible record for all
involved to examine in the future.

Admittedly, there are a number of potential proldewith this method. First, it
still relies on human intuition and objective, imi@ self-scoring, which an analyst
could ‘tinker’ with if he did not like the initiabverall score that he came up with.
Second, not all of the factors have the same plessdoring range, some carrying more
weight than others. This is based on this reseasclown understanding of which

factors should carrying more weight, and unfortahatgeneral intuition that a factor
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such as source reliability is integral enough taram more ‘points’ on the table than
another factor. Clearly the appropriateness & Weighting is up for debate and would
need to stand up in the face of scientific testimg professional criticisms before any
level of confidence could be placed in it. Sec@uime topics or situations may allow for
certain levels of teamwork or use of numerous siined methods, thus at least partially
negating those aspects of the table. Moreovergesanmalytic methods are more robust
and have been found to be more beneficial to aesalysan others, knowledge which
analysts may not possess when scoring themselvakabrfactor. Finally, the table
doesn’t leave any room for a ‘gut feeling,” thatmpaanalysts rely on when they craft
their forecasts. Even if all of the factors lisea@ present, or absent, an analyst may wish
to modify his analytic confidence score based anesother characteristic not brought to
light by the categories listed on the table. Thotlge easy fix for this problem would be
to include a space for a narrative in which thdymtaould express any such reservations
or feelings, it does not address the absence tf swonveyance within the table itself.
Despite these and other possible initial criticisitings researcher feels that the
table described above and found in Appendix 10 ste@ in the right direction, a step
toward a more methodical and structured manneatoig analytic confidence based on
appropriate and proven factors. This method wadd only help reduce confusion
amongst analysts and decision makers concerninlyt@naeonfidence and appropriate
levels thereof, but would also begin the journeya a more coherent way of teaching
analysts what factors to consider when rating tbein confidence. To use the same

analogy this thesis began with, this method wowtitarn every confidence assessment
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into a ‘slam dunk,” but it will start getting eaemalyst to shoot the ball with the same,

fundamentally appropriate, technique.
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Appendix 1: Email Announcing Experiment & Soliciting Participants

Attention: Sophs, Juniors, Seniors, G1s & G2s

I will be conducting an experiment for my gradutitesis on the evening of Monday December 10th in
Room 117 of the Wayne Street building.

The following professors are offering extra crétbr Winter Term Intel Courses) to any of theirdtuats
who participate in the experiment: Wheaton, MMgyzneak, Grabelski, Mulligan, Welch & Heibel

If you are in a class with an Intel professor ottian those listed above, you are still more thalteme to
participate in the experiment.

There are 3 time slots available for you to sigrfarp1800-1900, 1915-2015, 2030-2130. Each sassio
will last approximately 1 hour. The sign-up shisgtosted on the bulletin board next to Room 1Tross
from Professor Heibel's office). Please sign upafbichever session has an empty slot still avéslalf
one time slot has filled, please choose one tiibhas empty places.

My thesis experiment is focused on analytic confidein intelligence analysis. The experiment wit
be difficult, just a simple analysis of an intedligce-oriented scenario. No other preparationési®ee to
participate, just sign-up and be present at whieh&me you picked.

Thank you.

Please contact me via E-mail with any questionsoacerns:
Josh Peterson (G2)
jpeter30@mercyhurst.edu
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Appendix 2: Flyer Announcing Experiment & Soliciting Participants

What: Graduate Thesis Experiment

Why: Extra Credit For Intel Courses

® (Professors: Wozneak, Grabelski, Mills, Mulligan,
Wheaton, Hiebel, and Welch are giving extra
credit for participation)

® If you are in an Intel class with a professor who
is not listed, you are still welcome to participate.

Where: Room 117 in the Intel building
Who: Open to Soph, Jr, Sr, G1, G2

When: Monday December 10"
= Sign up for 1 of 3 time slots
0 1800-1900
0 1915-2015
0 2030-2130
= Sign-up sheet is on the bulletin
board next to Room #117

Each session should last approximately 1 hour total. My thesis experiment is
focused on analytic confidence in intelligence analysis. The experiment will
not be difficult, just a simple analysis of an intelligence-oriented scenario.

No other preparation is needed to participate, just sign-up and be present at
whichever time you picked. If one time slot has filled, please choose one
that still has empty places.

Thank you. Please contact me with any questions or concerns.
-Josh Peterson (G2)
jpeter30@mercyhurst.edu
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Appendix 3: Experiment Sign-Up Sheets

Graduate Thesis Experiment Sign-Up

Please fill in your name in an empty slot.

1800-1900: 1915-2015:
1. 1.
2. 2.
3 3
4 4
5 5
6 6
7 7
8 8.
9 9

10. 10.
11. 11.
12, 12,
13. 13.
14, 14.
15. 15.
16. 16.
17. 17.
18. 18.
19. 19.
20. 20.
21. 21.

2030-2130
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10.

11.

12,

13.

14.

15.

16.

17.

18.

19.

20.

21.

Please arrive a few minutes before your session is scheduled to
start. If there are any questions or concerns, please send me
an email at jpeter30@mercyhurst.edu .

Thank you.
-Josh Peterson



81

Appendix 4: Institutional Review Board Proposal Fom

Date Submitted: Advisor's Name (if applicable):

9/28/2007 Kristan Wheaton

Investigator(s): Advisor's E-mail:

Josh Peterson kwheaton@mercyhurst.edu

Investigator Address: Advisor's Signature of Approval:

805 E. Grandview #104 [X] Place X here if advisor has

Erie, PA 16504 approved research

Investigator(s) E-mail: Title of Research Project:

Jpeter30@mercyhurst.edu Appropriate Measures of Analytic
Confidence in Intelligence Analysis

Investigator Telephone Number: Date of Initial Data Collection:

612-868-3066 TBD, anticipate October-December
2007

Please describe the proposed research and itsgayipmarrative form:

Analytic confidence is an expression of uncertaimtytelligence analysis meant to
convey an analyst’s confidence in his/her foretashe decisionmaker reading it.
Unfortunately, very little information is availabte what that expression of uncertainty
should be based on, despite a Congressional manolatearly convey analytic
confidence in finished intelligence products of theted States Intelligence Community.
Currently, analysts intuitively construct an exmies of analytic confidence, which is
often poorly calibrated. Even in our nation’s Natal Intelligence Estimates, analytic
confidence gets scantly more than a passing meafidris confusing in its application.

The purpose of this study is to assess what areopppte measures to consider when
constructing an analytic confidence rating, andloing so go from a flawed intuitive-
based guess to a method of developing an apprepc@tfidence expression. | have
developed a list of factors | believe to be appraigr measures of analytic confidence,
and taken together, | believe they will demonsteaisore reliable method of

constructing analytic confidence ratings in intgdince analysis. | plan to test my method
using intelligence scenarios and intelligence ast\(both graduate and undergraduate
students in the intelligence program at Mercyhutstjletermine if it truly is a viable
system analysts can use to express analytic comide
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Indicate the materials, techniques, and procedorbs useqsubmit copies of
materials):
Materials:

Exercise Scenarios
Writing Utensils
Post-Test Questionnaire

Procedure:

One week prior to the study | will send out remmsde those who have volunteered to
participate. | will send out another reminder tth@y before the study. During the actual
study | will begin by going over the directiongtod exercise and explaining what is
expected of the participants and how they willgedit for their participation. After the
introduction, | will pass out the study’s materialsd instruct the students to begin their
analyses. Following the completion of the exerdiséll ask the participants to fill-out a
guestionnaire (attached at end) and provide feeklagarding both the topic and the
experiment.

| plan to conduct my experiment three times, oedldifferent nights. They will vary
only in which handout | give them. There will bex®erimental groups and a control
group. All groups will be given the exact samenac®; | just will vary some
information which will after my operational variablanalytic confidence level. (Please
see the forms below)

1. Do you havexternal funding for this research (money coming from outside the
College)? Yes| ] No[X]

Funding Source (if applicable):

2. Will the participants in your study come frorp@pulation requiring special
protection; in other words, are your subjects someone other Mercyhurst College
students (i.e., children 17-years-old or youngklery, criminals, welfare recipients,
persons with disabilities, NCAA athletes)? Yes[ ] No[X]

If your participants include a population requirisygecial protection, describe how you
will obtain consent from their legal guardians amdfom them directly to insure their
full and free consent to participate.

N/A

Indicate the approximate number of participants,dburce of the participant pool, and
recruitment procedures for your research:

| plan to have approximately 100 participants. ldmpto recruit undergraduate and
graduate students in the intelligence studies diepant through a department-wide
email. | will select the students on a first cofirst serve basis.
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Will participants receive any payment or compersefor their participation in your
researcHthis includes money, gifts, extra credit, €tc.) YeskK] No[ ]

If yes, please explaitiopefullyextra credit for participation. |1 am not sure il af the
intelligence professors will give extra credit, lthe past they have all been willing to
grant it for participating in an experiment.

3. Will the participants in your study be at anysical or psychologicaisk (risk is
defined as any procedure that is invasive to tltybsuch as injections or drawing blood;
any procedure that may cause undue fatigue; aroeguve that may be of a sensitive
nature, such as asking questions about sexual ioeb@av practices) such that
participants could be emotionally or mentally u@setYes| ] No[X]

Describe any harmful effects and/or risks to theigaants' health, safety, and emotional
or social well being, incurred as a result of mapating in this research, and how you
will insure that these risks will be mitigated:

None.

4. Will the participants in your study loeceivedin any way while participating in this
research? Yes[ ] No[X]

If your research makes use of any deception ofdbpondents, state what other
alternative (e.g., non-deceptive) procedures wensidered and why they weren't
chosen:

N/A

5. Will you have a writteinformed consentform for participants to sign, and will you
have appropriatdebriefing arrangements in place?  YXB[No[ ]

Describe how participants will be clearly and coetely informed of the true nature and
purpose of the research, whether deception iswedobr not(submit informed consent
form and debriefing statement):

Prior to the training sessions, participants wik provided with a general overview of
what will occur during the session as well as thasent form, which will also describe
what is expected of them. Following the admintsteaquestionnaire, participants will

be provided with a debriefing statement that wijblain how the results from the session
will be used (please see forms at the end of tloiggsal).

Please include the following statement at the botto of your informed consent form:
“Research at Mercyhurst College which involves huma participants is overseen by
the Institutional Review Board. Questions or probéms regarding your rights as a
participant should be addressed to Mr. Tim Harvey hstitutional Review Board
Chair; Mercyhurst College; 501 East 38 Street; Erie, Pennsylvania 16546-0001;
Telephone (814) 824-3372.”
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6. Describe the nature of the data you will colkatl your procedures for insuring that
confidentiality is maintained, both in the record keeping andeurdion of this data:
Names are not required for my research and thusaroes will be used in the recording
of the results or the presentation of my data. Blamill only be used to notify professors
of participation in order for them to correctly ags extra credit.

7. ldentify the potentidbenefits of this research on research participants and hlaime
in general.

Potential benefits include:

For participants:

An opportunity to practice the intelligence anadyskills they have learned in the
classroom in an experiment aimed at clarifying wéwadlytic confidence ratings should
be based on. Students are often asked to asssarthlytic confidence in assignments
in Intelligence Studies courses, and this expertrhepes to better understand how those
ratings should be calculated.

For the Intelligence Community:

Currently the United States Intelligence Commubéges their analytic confidence
nearly exclusively on source reliability. Whilestimay be acceptable, it is not optimal.
This experiment hopes to prove that more factoosiishbe considered, and that in doing
so the Community’s analytic confidence ratings dlbetter calibrated, and thus more
informative for our nation’s decisionmakers.

Please submit this file and accompanying matettatbe IRB Chair, Tim Harvey, via
electronic mail tharvey@mercyhurst.edu) for review.
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Appendix 5: Consent Form

Analytic Confidence
Participation Consent Form

The purpose of this research is to test a methoetermine appropriate factors to
consider when formulating an analytic confidendegain intelligence analysis.

Your participation involves a short instruction ipel, completing two short intelligence
analyses, and filling out a questionnaire. Thcpss should take no longer than 1 hour.
Your name WILL NOT appear in any information disseated by the researcher. Your
name will only be used to notify professors of yparticipation in order for them to
assign extra credit.

There are no foreseeable risks or discomforts &socwith your participation in this
study. Participation is voluntary and you haveright to opt out of the study at any time
for any reason without penalty.

l, , acknowledge thhabwolvement in this research
is voluntary and agree to submit my data for thgppse of this research.

Signature Date

Printed Name Class

Name(s) of professors offering extra credit

Researcher’s Signature:

If you have any further question about Analytic @dence or this research you can
contact me apeter30@mercyhurst.edu

Research at Mercyhurst College which involves human participantsis overseen by the
I nstitutional Review Board. Questions or problemsregarding your rightsasa
participant should be addressed to Tim Harvey; I nstitutional Review Board Chair;
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Mercyhurst College; 501 East 38th Street; Erie, Pennsylvania 16546-0001; Telephone
(814) 824-3372. tharvey@mercyhurst.edu

Josh Peterson, Applied Intelligence Master’s Student, Mercyburst College 612-868-3066
Kristan Wheaton, Research Advisor, Mercyhurst College 814-824-3023
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Appendix 6: Experiment Scenario Handouts

EXPERIMENT SECTION #1 (HIGH CONFIDENCE)

You are a national security advisor to the leader of your country, Country X. Your leader has
tasked you to give him an estimate on the intentions of Country Y (your neighboring country) in
light of recent events. You leader wants to know if an attack by country Y is likely and what your
level of analytic confidence is in that decision. Your country’s armed forces are small but capable
of defending the country; mobilization will begin if your analysis indicates likely hostile intentions
on the part of Country Y.

The information you currently have available is found below. (Source Reliability)

>

The two countries have fought 4 wars in the past 20 years, the last war ended in a treaty
settling disputed territory, the terms of which slightly favored Country X and embittered
Country Y. (10)

Media sources report that Country Y has called its military officers back to bases, and
has cancelled leave to the soldiers. (8.5)

Imagery suggests an unusually high concentration of military forces near your shared
border. Country Y’s official explanation for this build-up is military exercises; this build-up
appears identical to operations before previous wars erupted. (9.5)

Radio transmissions from Country Y’s aircraft carrier battle group have ceased. Satellite
imagery is unavailable, and airborne attempts to locate it have been unsuccessful. (10)
Country Y’s air defense systems are rumored to be grossly inadequate to defend the
country in the event of a conflict; the last war was won due to your country’s air
superiority. (5)

A spy reported that Country Y’s soldiers have been issued new desert uniforms, which
blend better with the border region’s environment; Country Y is only 2% desert. (8.5)

2 of your other spies within Country Y’s armed forces have been mysteriously out of
contact over the past 6 months. (8.5)

Your MASINT intelligence agency has suddenly lost track of County Y’s submarine fleet
operating in international waters off the coast, near the harbor where your primary naval
fleet is docked. (9)

Hurricane season will begin in approximately 4 months. Weather forecasters predict that
if a hurricane hits, transportation of any kind between Country Y’s capitol and the shared
border region could become difficult. (3)

One of your diplomats overheard what he thought to be a conversation in which Country
Y’s ambassador to Country X discussed plans for evacuating back to his native country
with his staff. (9.5)

Reports of a widespread outbreak of West Nile virus within the elite armored divisions of

Country Y’s army have surfaced. (2)
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» Part of your army’s General Staff may be abroad for the next two weeks to attend an
international arms conference, while reports indicate Country Y’s General Staff may be
cancelling their visit to the same conference. (9)

» A reconnaissance drone was shot down, while flying over one of your country’s missile
defense batteries deep in your territory, the model of the drone may be the same as
those used by Country Y's air force. (9.5)

» Country Y’s air defense budget is rumored to have grown over 35% in the past two years.
9)

» Your country is celebrating a national holiday next weekend and much of your armed

forces have been granted leave. (10)

Please use the computer in front of you to fill out an Analysis of Competing Hypotheses given the
information presented above. Once you have completed your ACH please form into your teams
and discuss your AHC and your analysis amongst the team. Regardless of whether or not a
consensus is reached, please write your own analysis, citing the evidence you personally have

based it on, and then rate your analytic confidence in your analysis.

Important Information:

Source Reliability:
Source Reliability reflects the accuracy and reliability of a particular source over time.
Sources with high reliability have been proven to have produced accurate, consistently
reliable, intelligence in the past. Sources with low reliability lack the accuracy and proven
track record commensurate with more reliable sources.

o 1-10 point scale conveying the reliability of the sources used for that piece of
intelligence/report, 1 being the lowest reliability and 10 the highest.

Analytic Confidence:
Analytic Confidence reflects the level of confidence an analyst has in his or her
estimates, analyses, and the methods in which they produced them. It is not the same as
using words of estimative probability, which indicate likelihood. It is possible for an
analyst to suggest an event is virtually certain based on the available evidence, yet have
a low amount of confidence in that forecast due to a variety of factors or vice versa.

o Mark your analytic confidence on the scale at the bottom of the next page. Please see the
board at the front of the room for an example.

Important Note:
There is a distinction between psychological confidence and analytic confidence.
Psychological confidence in this case is how confident you ‘feel’ about something, which is

based not based on any system or scientific process. An example would be a student feeling
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confident their collegiate hockey team will win the national championship after going to only 1
game and knowing nothing about hockey. Analytic confidence is ‘legitimate’ confidence
derived from on the actual analysis and the analytic process. Concepts you might consider
when assessing your analytic confidence may include: your subject matter expertise, source
reliability, time spent on the analysis, collaboration with others, source corroboration, use of

structured methods, and the complexity of the analysis.

Please write your analysis in the space provided below.

It is likely that

Please mark your analytic confidence (see example on the board).

Low | | High
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EXPERIMENT SECTION #2 LOW CONFIDENCE)

You are a national security advisor to the leader of your country, Country X. Your leader has
tasked you to give him an estimate on the intentions of Country Y (your neighboring country) in
light of recent events. You leader wants to know if an attack by country Y is likely and what your
level of analytic confidence is in that decision. Your country’s armed forces are small but capable
of defending the country; mobilization will begin if your analysis indicates likely hostile intentions
on the part of Country Y. You have 15 minutes to complete your analysis, write your analysis in
the space provided.

The information you currently have available is found below. (Source Reliability)

>

The two countries have fought 4 wars in the past 20 years, the last war ended in a treaty
settling disputed territory, the terms of which slightly favored Country X and embittered
Country Y. (5)

Media sources report that Country Y has called its military officers back to bases, and
has cancelled leave to the soldiers. (3.5)

Imagery suggests an unusually high concentration of military forces near your shared
border. Country Y’s official explanation for this build-up is military exercises; this build-up
appears identical to operations before previous wars erupted. (4.5)

Radio transmissions from Country Y’s aircraft carrier battle group have ceased. Satellite
imagery is unavailable, and airborne attempts to locate it have been unsuccessful. (4)
Country Y’s air defense systems are rumored to be grossly inadequate to defend the
country in the event of a conflict; the last war was won due to your country’s air
superiority. (5)

A spy reported that Country Y’s soldiers have been issued new desert uniforms, which
blend better with the border region’s environment; Country Y is only 2% desert. (3.5)

2 of your other spies within Country Y’s armed forces have been mysteriously out of
contact over the past 6 months. (3.5)

Your MASINT intelligence agency has suddenly lost track of County Y’s submarine fleet
operating in international waters off the coast, near the harbor where your primary naval
fleet is docked. (4)

Hurricane season will begin in approximately 4 months. Weather forecasters predict that
if a hurricane hits, transportation of any kind between Country Y’s capitol and the shared
border region could become difficult. (3)

One of your diplomats overheard what he thought to be a conversation in which Country
Y’s ambassador to Country X discussed plans for evacuating back to his native country
with his staff. (4.5)

Reports of a widespread outbreak of West Nile virus within the elite armored divisions of

Country Y’s army have surfaced. (2)
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» Part of your army’s General Staff may be abroad for the next two weeks to attend an
international arms conference, while reports indicate Country Y’s General Staff may be
cancelling their visit to the same conference. (4)

» A reconnaissance drone was shot down, while flying over one of your country’s missile
defense batteries deep in your territory, the model of the drone may be the same as
those used by Country Y's air force. (4.5)

» Country Y’s air defense budget is rumored to have grown over 35% in the past two years.
(4)

» Your country is celebrating a national holiday next weekend and much of your armed

forces have been granted leave. (5)

Please use the attached paper for your analysis of the information presented above. Additionally,
please cite the evidence you have based your analysis on, and then rate your analytic confidence

in your analysis.

Important Information:

Source Reliability:
Source Reliability reflects the accuracy and reliability of a particular source over time.
Sources with high reliability have been proven to have produced accurate, consistently
reliable, intelligence in the past. Sources with low reliability lack the accuracy and proven
track record commensurate with more reliable sources.

o 1-10 point scale conveying the reliability of the sources used for that piece of
intelligence/report, 1 being the lowest reliability and 10 the highest.

Analytic Confidence:
Analytic Confidence reflects the level of confidence an analyst has in his or her estimates
and analyses. It is not the same as using words of estimative probability, which indicate
likelihood. It is possible for an analyst to suggest an event is virtually certain based on
the available evidence, yet have a low amount of confidence in that forecast due to a
variety of factors or vice versa.

o Mark your analytic confidence on the scale at the bottom of the next page. Please see the
board at the front of the room for an example.

Important Note:
There is a distinction between psychological confidence and analytic confidence.
Psychological confidence in this case is how confident you ‘feel’ about something, which is
based not based on any system or scientific process. An example would be a student feeling
confident their collegiate hockey team will win the national championship after going to only 1

game and knowing nothing about hockey. Analytic confidence is ‘legitimate’ confidence
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derived from on the actual analysis and the analytic process. Concepts you might consider
when assessing your analytic confidence may include: your subject matter expertise, source
reliability, time spent on the analysis, collaboration with others, source corroboration, use of

structured methods, and the complexity of the analysis.

Please write your analysis in the space provided below.

It is likely that

Please mark your analytic confidence (see example on the board).

Low | | High
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EXPERIMENT SECTION #3 (CONTROL GROUP)

You are a national security advisor to the leader of your country, Country X. Your leader has
tasked you to give him an estimate on the intentions of Country Y (your neighboring country) in
light of recent events. You leader wants to know if an attack by country Y is likely and what your
level of analytic confidence is in that decision. Your country’s armed forces are small but capable
of defending the country; mobilization will begin if your analysis indicates likely hostile intentions
on the part of Country Y.

The information you currently have available is found below.

>

The two countries have fought 4 wars in the past 20 years, the last war ended in a treaty
settling disputed territory, the terms of which slightly favored Country X and embittered
Country Y.

Media sources report that Country Y has called its military officers back to bases, and
has cancelled leave to the soldiers.

Imagery suggests an unusually high concentration of military forces near your shared
border. Country Y’s official explanation for this build-up is military exercises; this build-up
appears identical to operations before previous wars erupted.

Radio transmissions from Country Y’s aircraft carrier battle group have ceased. Satellite
imagery is unavailable, and airborne attempts to locate it have been unsuccessful.
Country Y’s air defense systems are rumored to be grossly inadequate to defend the
country in the event of a conflict; the last war was won due to your country’s air
superiority.

A spy reported that Country Y’s soldiers have been issued new desert uniforms, which
blend better with the border region’s environment; Country Y is only 2% desert.

2 of your other spies within Country Y’s armed forces have been mysteriously out of
contact over the past 6 months.

Your MASINT intelligence agency has suddenly lost track of County Y’s submarine fleet
operating in international waters off the coast, near the harbor where your primary naval
fleet is docked.

Hurricane season will begin in approximately 4 months. Weather forecasters predict that
if a hurricane hits, transportation of any kind between Country Y’s capitol and the shared
border region could become difficult.

One of your diplomats overheard what he thought to be a conversation in which Country
Y’s ambassador to Country X discussed plans for evacuating back to his native country
with his staff.

Reports of a widespread outbreak of West Nile virus within the elite armored divisions of

Country Y’s army have surfaced.
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» Part of your army’s General Staff may be abroad for the next two weeks to attend an
international arms conference, while reports indicate Country Y’s General Staff may be
cancelling their visit to the same conference.

» A reconnaissance drone was shot down, while flying over one of your country’s missile
defense batteries deep in your territory, the model of the drone may be the same as
those used by Country Y'’s air force.

» Country Y’s air defense budget is rumored to have grown over 35% in the past two years.

» Your country is celebrating a national holiday next weekend and much of your armed
forces have been granted leave.

Please use the attached paper for your analysis of the information presented above. Additionally,
please cite the evidence you have based your analysis on, your overall rating of the sources’

reliability, and then rate your analytic confidence in your analysis.

Important Information:

Analytic Confidence:
Analytic Confidence reflects the level of confidence an analyst has in his or her estimates
and analyses. It is not the same as using words of estimative probability, which indicate
likelihood. It is possible for an analyst to suggest an event is virtually certain based on
the available evidence, yet have a low amount of confidence in that forecast due to a
variety of factors or vice versa.

o Mark your analytic confidence on the scale at the bottom of the next page. Please see the
board at the front of the room for an example.

Important Note:
There is a distinction between psychological confidence and analytic confidence.
Psychological confidence in this case is how confident you ‘feel’ about something, which is
based not based on any system or scientific process. An example would be a student feeling
confident their collegiate hockey team will win the national championship after going to only 1
game and knowing nothing about hockey. Analytic confidence is ‘legitimate’ confidence
derived from on the actual analysis and the analytic process. Concepts you might consider
when assessing your analytic confidence may include: your subject matter expertise, source
reliability, time spent on the analysis, collaboration with others, source corroboration, use of
structured methods, and the complexity of the analysis.

Please write your analysis in the space provided below.
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Please mark your analytic confidence (see example on the board).

Low | | High
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Appendix 7: Debriefing Sheet

Analytic Confidence
Participation Debriefing

Thank youor participating in this research process. Irapte your contribution and
willingness to support the student research process

The purpose of this study was to determine appapfactors to consider when
formulating a statement of analytic confidencenielligence analysis. Currently there
has been little research done on this topic, aisdsthdy hopes to take the first of many
steps in moving beyond intuitive reasoning or red@only one factor and toward a
method of better calibrating analytic confidenddy experiments today were designed to
focus on factors | have found to be correlated widhl calibrated confidence, and thus
demonstrate their significance in assessing awatpimfidence.

Improved analytic confidence and clarity in conveyit have been requested by those at
the highest level of our government. Congressehas tasked the Intelligence
Community to incorporate this vital informationite analyses. Recent National
Intelligence Estimates have begun to address taetdef coverage on analytic
confidence. 1 plan to use the results from thislgtto support my assertion that current
practices in formulating analytic confidence ireifigence analysis are not optimal, and
that more factors should be considered in ordéate better calibrated analytic
confidence ratings.

If you have any further question about analyticfm@nce or this research you can
contact me apeter30@mercyhurst.edu
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Appendix 8: Detailed Discussion of Structure Analyis of Competing Hypotheses

The follow excerpts were taken from Richards Heueook The Psychology of
Intelligence Analysischapter 8 ‘Analysis of Competing Hypotheses.’

Analysis of competing hypotheses, sometimes abaieydiACH, is a tool
to aid judgment on important issues requiring adrefeighing of
alternative explanations or conclusions. It helpsaalyst overcome, or at
least minimize, some of the cognitive limitatiorsatt make prescient
intelligence analysis so difficult to achieve.

ACH is an eight-step procedure grounded in basigiis from cognitive
psychology, decision analysis, and the scientifietmd. It is a
surprisingly effective, proven process that helpalgsts avoid common
analytic pitfalls. Because of its thoroughnesss particularly appropriate
for controversial issues when analysts want todeav audit trail to show
what they considered and how they arrived at jneigment.

Analysis of competing hypotheses (ACH) requiresaalyst to explicitly
identify all the reasonable alternatives and hdwemt compete against
each other for the analyst's favor, rather tharuetiag their plausibility
one at a time.

The way most analysts go about their business @dio out what they
suspect intuitively is the most likely answer, tHeok at the available
information from the point of view of whether ortnid supports this
answer. If the evidence seems to support the fa@vbgipothesis, analysts
pat themselves on the back ("See, | knew it alh@l) and look no
further. If it does not, they either reject the dance as misleading or
develop another hypothesis and go through the gammeedure again.
Decision analysts call this a satisficing strat§@ee Chapter 4, Strategies
for Analytical Judgment.) Satisficing means pickiheg first solution that
seems satisfactory, rather than going through la#l possibilities to
identify the very best solution. There may be saveseemingly
satisfactory solutions, but there is only one lseftion.

Chapter 4 discussed the weaknesses in this apprddeh principal
concern is that if analysts focus mainly on tryibg confirm one
hypothesis they think is probably true, they casilgdoe led astray by the
fact that there is so much evidence to support thant of view. They fail
to recognize that most of this evidence is alsosistent with other
explanations or conclusions, and that these othliernatives have not
been refuted.
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Simultaneous evaluation of multiple, competing Hhpeses is very
difficult to do. To retain three to five or evervea hypotheses in working
memory and note how each item of information fit® ieach hypothesis is
beyond the mental capabilities of most peopleakes far greater mental
agility than listing evidence supporting a singlgabthesis that was pre-
judged as the most likely answer. It can be acciangd, though, with the
help of the simple procedures discussed here. Bebblow contains a
step-by-step outline of the ACH process.

Step-by-Step Outline of Analysis of Competing Hypdteses

1. Identify the possible hypotheses to be consiletése a group of
analysts with different perspectives to brainsttinenpossibilities.

2. Make a list of significant evidence and arguradnt and against each
hypothesis.

3. Prepare a matrix with hypotheses across tharndpevidence down the
side. Analyze the "diagnosticity" of the evidencel arguments--that is,
identify which items are most helpful in judgingethelative likelihood of
the hypotheses.

4. Refine the matrix. Reconsider the hypothesesdahete evidence and
arguments that have no diagnostic value.

5. Draw tentative conclusions about the relativieelihood of each
hypothesis. Proceed by trying to disprove the hypses rather than prove
them.

6. Analyze how sensitive your conclusion is to ® feritical items of
evidence. Consider the consequences for your asalyshat evidence
were wrong, misleading, or subject to a differemeipretation.

7. Report conclusions. Discuss the relative likaedith of all the
hypotheses, not just the most likely one.

8. ldentify milestones for future observation thady indicate events are
taking a different course than expected.

For more an even more detailed discussion/exptamat analysis of competing
hypotheses, please refer to Heuer’s book online at:
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http://www.au.af.mil/au/awc/awcgate/psych-intelldrthtml Software to perform this
type of analysis is available for free download at:
http://www?2.parc.com/istl/projects/ach/ach.html
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Appendix 9 Misc. Charts From Experiment:

Control Group

@ Analytic Confidence

1 2 3 45 6 7 8 9 10 11 12 13 14 15 16 17 18 19
Subject Number

Low Confidence Group

@ Analytic Confidence

123 456 7 8 91011121314151617 1819 20 21

Subject Number
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High Confidence Group

0 T T

m

O L

1 2 3

4

5 6 7 89

10 11

12 13

Subject Number

14 15 16 17 18

19

@ Analytic Confidence

Statistical Breakdown of Experimental Group’s Res&kom SPSS

Analytic Confidence

Descriptives

95% Confidence Interval for
Mean
N Mean Std. Deviation | Std. Error | Lower Bound [ Upper Bound [ Minimum [ Maximum
High 15 6.3333 1.75933 45426 5.3590 7.3076 2.50 9.50
Low 21 4.4048 2.10130 45854 3.4483 5.3613 .50 7.50
Control 19 5.4211 2.48475 .57004 4.2234 6.6187 1.00 9.00
Total 55 5.2818 2.26029 .30478 4.6708 5.8929 .50 9.50




Appendix 10 — Analytic Confidence Assessment Tool

PETERSON TABLE OF ANALYTIC CONFIDENCE ASSESSMENT

Use of Structured Method(s) In Analysis

For example: ACH, IPB, Social Nefworking, Baves, Simulafion, efc. .
10 indicating highest possible score when considering factors below
Cansider:

MNumber of methods used

Applicahility of methads to the analysis

Level of robustness of method

Degree to which methods' results coincide

Overall Source Reliability
Avrating of 10 indicates the highest reliahility

Source Corroboration/Agreement: [leve!of confiict amangst sawrces
4 Mo confliction amongst sources

4: Very little caonflict amaongst sources

3 Moderate conflict amongst sources

2: Significant conflict amongst sources

1. Sources conflict on nearly all points

Level Of Expertise On Subject/Topic & Experience
4. Deep, intimate knowledge and understanding & 3+ years experience with topic‘
4 \Wide knowledge & 1-3 years experience with topic

3 Moderate knowledge & 6-12 months experience with topic
2: Minimal knowledge & 0-5 months experience with the topic
1: Mo knowledge & no experience with the topic

Amount of Collaboration:

4. Part of aggregated individual analyses
4:Vorked on a team

3 Worked with a partner

2: Casual discussion

1. Completely individual work

Task Complexity

4. Minimally complex & challenging
4. Somewhat complex & challenging
3. Moderately complex & challenging
2. Quite complex & challenging

1 Wery complex & highly challenging

Time Pressure: Time given fo make analysis
4. Mo deadline

4 Easy to meet deadline

3: Moderate deadline

2: Demanding deadline

1: Grossly inadeguate deadline

Points Possible Ex_al.npl_e
- Points
(1-10) 7
(1-10) 7
(15) 4
(1-6) 2
(1-6) 2
(1-6) 32
(1-6) 4
Score: 29
Total Possible: 45
Score: 0.644444444
10
Analytic Confid
Adjusted Score: 6.4
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