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1. Introduction

The purpose of this paper isto present a software agent-based approach to the design and development of a collaborative
environment. Such an environment is addressed to users who aim at working together, despite their differences. This
approach is part of the Collaborative Partners (CP) project.

The recent development of information and communication technol ogies has resulted in the existence of several types of
systems. At different moments, several users from different organizations and with different background have to interact in
order to perform common operations. However, these users are in different places, which imposes a distribution constraint,
rely on different systems, which places a heterogeneity constraint, and use different communication languages, which puts a
vocabulary constraint. Such constraints hinder the work of these users. Indeed, such users have to adapt their behavior in
order to understand each other. Therefore, it becomes appropriate to propose a collaborative environment that will free
users from worrying about their differences. In the CP project, we aim at suggesting a software agent-based approach to the
design and development of such an environment. Collaboration relies on two elements: a coordination strategy and a
communication language. In this paper, we focus on coordination.



The motivation behind the development of a collaborative environment is to promote the exchange of information and
services. To this end, we suggest the use of two main concepts: Software Agents (SAS)L and coordination.2 SAs have the
ability to support the functionality of a collaborative environment, for example looking for relevant services on behalf of
users, while coordination allows these agents to avoid conflicts. Furthermore, given distribution and heterogeneity
constraints, mobility 3 and ontology 4 are key issues that are considered in the CP project. Mobility allows agents to migrate
from one system to another to meet other agents and, hence, to coordinate their activities locally, while ontology resolves
informational disparities that exist between users. By committing to an ontology, users of that ontology — either human or
software agents — agree to represent their conceptualization of the world using a common language. In this paper, mobility
and ontology are not discussed.

In the CP project, the software agent-based approach for collaboration is applied to humanitarian-assistance scenarios. In
these scenarios, different nations, the United Nations (UN), and Non-Governmental Organizations (NGOs), e.g. The
International Committee of the Red Cross and M édecins sans Frontieres, have to work together in order to relieve the
consequences of natural disasters. In any multinational operation, coordination is critical and represents shared
responsibilities (cf. Figure 1). The term responsibility denotes a work for which a participant will be responsible. In
addition, one of the most challenging issues in managing any multinational operation is organizing the different participants
and structuring the coordination among them.2 In fact, each participant has its own methods and priorities. It is stated that
the ability to function successfully in a humanitarian assistance scenario depends on the capacity to function together.6 In
the CP project, we aim at developing a collaborative environment that will help the different participants in humanitarian
scenarios to conduct their operations successfully. This environment will be described in the context of medical evacuation.

Figure 1: Coordination as shared responsibility

The paper is organized as follows. Section 1 proposes an overview of our theoretical, collaboration, and practical,
humanitarian assistance, study. Section 2 presents the basic concepts that are used in this study. Section 3 describes the CP
agent-based approach for collaboration and how it fits humanitarian-assi stance scenarios. Section 4 deals with the medical
evacuation domain as an illustration of humanitarian-assistance scenarios. Finally, Section 5 consists of concluding
remarks.

2. Background

2.1. Humanitarian Assistance
Nations, the UN, and NGOs are three major providers of humanitarian assistance in today’ s international community. Their
methods of offering assistance and expected results may differ, but their general aim to provide relief to suffering isthe
same.’ By consolidating each group’s efforts, humanitarian assistance can become a more effective mission through the use

of appropriate facilities, such as coordination.

Unfortunately, international humanitarian-assistance is not based on awell defined legal framework of laws, principles, or
norms. Instead, the assistance is based on a set of informal arrangements. Therefore, there is no single structure which is



applied to every assistance situation. In humanitarian scenarios, certain participants are better equipped and prepared than
others. Usually, NGOs are considered as |ow-tech partners and rely on the services provided by the armed forces of other
participants.

2.2. Coordination model

Could we ensure efficient and effective interactions? This question has been raised many times. According to Tolksdorf,
although a huge variety of coordination models exists, there is no common definition of the existing relations between
coordination, communication, and cooperation.8 In this section we provide a summary of the coordination models that has
been studied in the CP project. Tolksdorf provides also an overview of coordination models.

Naive model — a basic understanding suggests a set of active entities working together to achieve common
godls. It is assumed that these entities are willing to cooperate, for example, by sharing goals and exchanging
information on these goals.

Mintzberg model —it is mainly used in organizations and relies on five mechanisms to achieve coordination.
These mechanisms are mutua adjustment, direct supervision, work standardization, output standardization,
and skill standardization. According to Mintzberg, the choice of coordination mechanismsisinfluenced by
organizational structure. Furthermore, Mintzberg claimed that organizations are defined around five basic
parts: strategic apex (overall responsibility), middle line (line of authority), operating core (work
performance), support staff (that supports work indirectly), and techno-structure (where work is analyzed and
planned).

Coordination theory model — it consists of dependencies that involve different components, namely goals,
tasks, and resources. Y u extended these components; he proposed dependencies at the soft-goal level .2

3. Theoretical Perspective: The CP Approach

The CP agent-based approach for collaboration consists of three connected blocks (cf. Figure 2): organization, coordination,
and operating block. Organization deals with the specification of an architecture that illustrates the participants of a
humanitarian-assistance scenario. Coordination deals with the specification of the responsibilitiesin this scenario and the
assignment of these responsibilities to participants. Finally, the operating block deals with the completion of these
responsibilities, assessment of this performance, and how does this assessment influence the organization and coordination
decisions, previously made. In Figure 2, the dashed line from the organization block to the operating block represents a
setting-up process. In the same figure, the dotted line from the operating block to the organization block represents an
adaptability process.
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Figure 2: Building blocks of the CP Approach

3.1. Organization



Figure 3 suggests an agent-based organization for humanitarian-assi stance scenarios. This organization consists of two
levels: commandment and operational level. The commandment level represents the structure that leads the
accomplishment of the scenario. The operational level isin charge of carrying out the operations the commandment level
prepares in terms of plans; it also assigns them. The operational level consists of all participants that have decided to
contribute to the implementation of the humanitarian assistance scenario. In the example below, we assume that five
participants are present on the field: two NGOs, one UN organization, and two nations.
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Figure 3: Agent-based organization for humanitarian scenarios

Generally, the commandment level has a chief of operations and support staff. This staff may include a commander for
ground troops and a commander for civil affairs. The chief of operations interacts with the operational level through the
support staff and vice-versa. It isimportant to note that even under unified command, the participants of the assistance
scenario have different views and objectives.

At the beginning of a humanitarian-assistance scenario, the commandment level and the different components of the
operational level are generally located in different regions of the country in which the scenario occurs. Furthermore, after a
disaster the support facilities of arecipient country, such as communication infrastructure, are usually destroyed or not fully
reliable. Therefore, the commandment and operational levels communicate through devices that have low-bandwidth and/or
unreliable channels, for example VHF Combat Net Radios. The commandment level assigns to the operational level the
operations they have to undertake. The operational level carries out these operations and reports their progress to the
commandment level. Reports allow assessing the situation for adjustment purposes.

We have decided in the CP project that certain responsibilities of the participants in the assistance-scenario are going to be
delegated to agents. An agent can be launched to monitor the events (such as risk of showers) that are of interest to an user
and notify him, when needed. Moreover, an agent can support the Chief of operationsin hisdaily duties, e.g. filtering
reports. In Figure 3, the commandment level integrates three types of agents and the operational level integrates five types
of agents (cf. Table 1). In this Table, NAT.-Agent ; is aware of the doctrines and policies that rule out the behavior of its

forcesin different situations, such as participation in coalition operations.



Table 1. Agent types and designation

Type Designation
Chief-Ops.-Agent Chief of operations
Com.-Agent ; Commander of ground troops
Com.-Agent , Commander of civil affairs
UN-Org.-Agent | UN organization
NGO-Agent | NGO #1
NGO-Agent , NGO #2
NAT.-Agent { Nation #1
NAT.-Agent Nation #2

3.2. Coordination

In the CP approach, coordination is among the responsibilities of the commandment level. It isused to identify the four Ws,
namely Who, What, When, and Where. The Chief-Ops.-Agent assigns and distributes the responsibilities to the participants
in the humanitarian-assistance scenario. For instance, Forces of Nation ; are given the task to provide food and medical

care. Assigning responsibilities is not a static process; assignments may change to reflect the capabilities of participants
during the progress of operations.

In reality, the participants, particularly the nations with their deployed armed forces, have their doctrines. Therefore,
coordination aims to avoid conflicts between doctrines and solves problems that prevent certain operations from being
performed successfully. Conflicts occur at different levels: equipment and logistics, training and doctrines, intelligence,
languages and cultures.10 Coordination has also an impact on the assignment of responsibilities. As stated in Section 2.1,
certain participants are not well equipped due to specific shortfalls, e.g. lack of computers. Therefore, coordination allows
associating these participants with other well-equipped participants in order to work under their supervision and, thus, to
use their resources.

Figure 4 illustrates how coordination can be achieved in humanitarian-assistance scenarios. In the same figure, new types of
agents, called Delegate-Agents, are introduced. Each Delegate-Agent corresponds to an agent of the operational level. For
example, Delegate-Agent | advertises to the Chief-Ops.-Agent the capabilities (e.g. providing medical care), requirements
(e.g. transporting supplies by air), and doctrines (e.g. no weapons in assistance scenarios) of UN-Org.-Agent ;.
Advertisements are made in away that the Chief-Ops.-Agent and its support staff can understand.
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Figure 4. Agent-based coordination for humanitarian scenarios

Coordination is either implicit or explicit. Implicit coordination assumes that agents follow specific rules. Theserules are
predefined and related to a specific application domain, for example car traffic. In humanitarian scenarios, implicit
coordination is part of the doctrines of armed forces. Within different units of the same country, a soldier obeys his
hierarchical chief. However, if the chief isfrom another country, the soldier can refuse to obey. Such situation requires an
explicit coordination. To this end, agents use different policies, such as negotiation, voting, or intervention of an authority.
In humanitarian scenarios, the Chief of Operations represents the authority. He sets up the rules that dictate the behavior of
every participant.
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Figure5: Conflict resolution between partial plans

In Figure 4, the coordination strategy is set up as follows. First, Delegate-Agents introduce themselves to the Chief-Ops.-
Agent and its Support-Agents. Next, all the agents collaborate to specify the operations each member of the operational
level has to perform. Operations are packaged into plans that are partial and conflicts-free. Plans are incomplete and the
members of the operational level have to detail them according to the situations in which they are involved. For example,
the Forces of Nation ; can be tasked to build a camp. The partial-plan of building a camp only specifies the number of

refugees to expect and the location of the camp. Plans are conflicts-free because they do not compete against each other at
the resource level; the commandment level has taken into account the situations that could lead to conflicts among the
members of the operational level. Moreover, Delegate-Agents are involved in defining the partial plans. However, when the
agents of the operational-level implement the partia plans, these plans become global (i.e. from partial plansto global
plans). According to the previous example, in order to build a camp Nation ;' s Forces should move to the camp’ s location,
gather appropriate supplies, build the camp, provide the camp with basic furniture, and wait for the arrival of refugees. All
these activities constitute the global plan of building a camp. Within and between global plans, however, conflict situations
could occur that require the intervention of the commandment level (refer to Figure 5 which is adapted from the work of
Liu and Sycarall). Table 2 summarizes the main elements of coordination in humanitarian-assistance scenarios.

Table 2: Coordination elements in humanitarian-assi stance scenarios



Commandment Operational level
level

Central Planning Yes N/A

Distributed Planning N/A Yes

Result Partial Plans Global Plans

I's coordination required? No Yes

Definitions

Delegate-Agent = Advertise(Capacity, Requirement, Doctrine) to Commandment level

Capacity C —aset of capacities to advertise

C={C,,Cy,...,Cj}; C;-providemedica care;

Requirement R — a set of requirements to satisfy
R={R{,Rz, ..., Rj}; Rj- ar transportation;

Doctrine D —a set of rulesthat dictate how to behave

D={D,,D5,...,D}; Dy-noweaponsin an ass stance scenario.

Constraints
Assign: { Operations} —: {Participants}
Opj — Py

. contradict(Py, e D, Op;): Operation Op; does not contradict Doctrine D ; of Participant P .
. able(Py = C;, Op;): with Capacity C; , Participant P is able to perform Operation Op ;.

- need(Py & R;j, Op)j): Participant P needs the Requirement R; to perform Operation Op ;.

3.3. Operating block

Figure 6 illustrates the operation of an agent-based system that is applied to humanitarian-assistance scenarios. Once the
commandment level defines the partia plans to be performed, and also the coordination strategy to be followed, Delegate-
Agents interact with their respective agents of the operational level. For instance, the commandment level asks certain
participants to work under the supervision of other participants. In Figure 6, three groups are set up: Group ; consists of UN-
Org.-Agent ;; Group , consists of NAT.-Agent 1 and NGO-Agent ,; and, Group 5 consists of NAT.-Agent , and NGO-
Agent ;. In this example, NAT.-Agent ; supervises NGO-Agent ,, i.e. Médecins sans Frontieres. Therefore, NGO-Agent ,

uses the facilities that are provided by the Forces of Nation ;.
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Figure 6: Agent-based system operating in humanitarian assistance scenarios

Once the agents that lead the different groups, i.e. UN-Org.-Agent ;, NAT.-Agent 1, and NAT.-Agent ,, receive the partial
plans, they start detailing these plans according to their doctrines and the situations in which they are involved. For
instance, NAT.-Agent ; generates global plans and assigns part of them to NGO-Agent ,. Once the global plans are carried
out, reports of the progress of ongoing operations are transmitted to the commandment level for follow-up purposes. In the
building camp scenario, Forces of Nation ; ask Médecins sans Frontieres to supply the camp’s clinic with medical facilities.
Then, Forces of Nation ; inform amember of the commandment level that the camp is completed and ready to receive
refugees.

In the CP approach, aglobal plan consists of the following elements:

What isthe goal of the global plan?
Example: to build a camp for refugees.

What are the operations to be performed?

Example: move to the camp location; gather appropriate supplies; build the camp; provide the camp with
basic furniture;

Wher e to perform the operations?
Example: zone ; —to build the camp; zone , — to get supplies; zone 4 —to get furniture.

When to carry out the operations?
Example: move to the camp location on January 26th; gather appropriate supplies on arrival to zone ;.

What are the required resources for operations?
Example: lorries; personnel; air transportation.

Who performs the operations?
Example: Nation 1's Forces for Ops q ; ,, Médecins sans Frontieres for Ops 1 p.1.

At the operational level, it may happen that a group of agents cannot execute an activity of a global plan on their own, i.e.
they lack resources. Thus, they request support from other agents. To identify appropriate agents, these agents interact with
the commandment level, through their Delegate-Agents. For example, during gathering the needed supplies Forces of
Nation ; ask Forces of Nation 5, for air transportation due to floods. Before Forces of Nation , commit themselvesto



provide air transportation, their NAT.-Agent , schedul es the transportation request and informs the commandment level
about its commitment.

In case when aglobal plan contradicts the doctrine of a participant of the operational level, the Chief of operationsis
informed (cf. Figure 7). For example, an NGO has been requested to work in arisky area. However, the NGO neither has
weapons to protect its members nor is alowed to carry weapons. Therefore, the NGO reports this situation to the
commandment level. The Chief of Operations asks appropriate military forces to escort the members of the NGO.

Agents

Commadment level

Deetail Examine Resolve
partial plans global plans conflicts
Agents Agents Parform

Operational level Operational level glebal plans

Figure 7: Conflictsresolution in global plans
3.4. Summary

The organization, coordination and operating blocks of the CP approach identify the steps that can achieve an efficient
collaboration support based on software agents. First, users organize themselves according to the goals to be accomplished
and to the characteristics of their working environment, such as cultural and political orientation. Next, users understand
each other intentions. Therefore, they agree on what to do, who is going to do it, and what to expect from each other.
Finally, users carry out their work and assess the outcomes for improvements and adjustments. The CP approach assumes
that users delegate part of their work to agents. In thisway, users can spend more effort on other aspects, such as defining
strategies for collaboration.

4. Application Perspective: Medical Evacuation

In this section, we discuss a situation that usually occurs in humanitarian-assistance scenarios. Medical evacuation denotes
this situation and aims at transferring patients to the appropriate medical facilities, according to the condition of patients
and the capabilities of facilities.12

4.1. Problem Statement

In humanitarian-assistance situations, an intervention areais usually decomposed into several regions (cf. Figure 8). Each
region has a commander in chief who isin charge of conducting operations. We associate regions with region-agents. These
agents are aware of the incoming and outgoing flows occurring within their regions. In the rest of this paper, we focus on
the flow involving patients. Each region has several Transportation Centers (TCs), two of them are used for incoming and
outgoing flows, respectively. They can be both located either in the same place or in different places. Each TC is associated
with a TC-agent. Usually, each region has several Medical Facilities (MFs). MFs are associated with MF-agents, for
management purposes. For instance, a M F-agent knows how many unoccupied beds are available, what kind of expertise
exists, and what are the TCs reaching a MF.
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Figure 8: Agentification of intervention areas

It may occur that a patient requires specific treatment. As afirst step, the patient is sent to the MF of hisregion. There, the
patient receives theinitial treatment, waiting for his transfer to an appropriate MF either in the same region (intra-regional
move) or in another region (inter-regional move). Transferring patients between MFsis subject to the following constraints:

. Theauthority of each region, i.e. the commander in chief, isinformed that other MFsintend to use the MFsand TCs
of the region heisin charge of.

. Conflicts over resources, e.g. beds, can take place mainly in inter-regional moves.

. Finaly, each patient needs an itinerary that specifies theinitial MF, the final MF and the MFs and TCs this patient
will visit during his transfer. MFs are constrained by the number of unoccupied beds and transport vehicles are
limited by their number of available seats.

4.2. CP approach as a solution

The application of the CP approach to the medical-evacuation case goes through two phases: planning and execution (cf.
Figure 2). Planning is associated with organization and coordination blocks, while execution is associated with the
operating block. Interleaving planning and execution is the main characteristics of the application of the CP approach to
medical evacuation.

4.2.1 Planning meets organization and coordination blocks

In the planning phase, a MF that meets the requirements of a patient has to be identified. Each patient has a medical record
that is managed by a patient-agent. First, the patient-agent sends messages to the region-agents, looking for the MFs that
will be able to host its patient. Region-agents forward messages to their MF-agents. As soon as patient-agent starts
receiving replies, thefirst choice is an MF that is within the region of the patient. The second choiceis a MF in another
region.

. First choice —intra-regional move: after identifying the MF that will host its patient, the patient-agent asks the MF-
agent to reserve a bed for this patient. The MF-agent keeps this booking active, for a specified period of time. This
period depends on the condition of the patient as well as on the booking rate in this MF. The MF-agent then sends a
reply to the patient-agent with information on the booking together with an expiration date. The next step for the
patient-agent consists of searching for the TCs that reach this MF. According to the number of TCs, a possible
itinerary is designed and a confirmation about the arrival date of the patient is sent to the MF-agent.

. Second choice — inter-regions move: it may happen that the MFs of aregion do not offer the treatment that a patient
requires. Thus, the patient-agent of this patient looks for MFs in other regions. An inter-regions move requires
transferring the patient:



- Fromtheinitial MF to the outgoing TC of the original region;
- From this outgoing TC to theincoming TC of the destination region;
- From thisincoming TC to the selected MF.

As soon as a MF in another region isidentified, the patient-agent proceeds as follows: it creates a del egate-
agent and ships this del egate-agent to the outgoing TC of the patient’s original region. The delegate-agent is
in charge of planning the sub-itinerary of the patient from this TC to the final destination, which isthe
selected MF. Meanwhile the patient-agent is in charge of planning the sub-itinerary that leads the patient
from the original MF to the outgoing TC. In fact, the patient-agent entrusts part of its responsibilitiesto the
delegate-agent (cf. Figure 9).

-~ OriginalRegion ff—,a ,;:; Destination Regior
Patient-Agent Delegate-ﬁ.gem

5\3 /ut'gnég TC In::nrrungTC = /\\‘ )
'\"\-\.\__ MF ___._z.- Lh___ ___-_,_r

Figure 9: Patient-agent delegating its responsibilities

Assoon asit arrives at destination, i.e. the outgoing TC, the delegate-agent queries the MF-agents, through
region-agents, regarding the expertise of their MFs. To this end, the del egate-agent specifies the condition
and requirement of the patient (we assume that at least one MF will answer positively). When it gets areply
from a specific MF, consisting of a booking with an expiration date, the delegate-agent interacts with the
incoming TC of the region of this MF, regarding the itinerary that needs to be followed within that region.
Finally, the delegate-agent confirms to the MF destination the arrival date of the patient. At the same time,
the patient-agent works on establishing a sub-itinerary for its patient from the original MF to the outgoing
TC. As soon as the patient-agent completes the sub-itinerary, the patient is transferred to this TC. The patient-
agent is, also, part of the transfer. When the patient-agent arrives, the delegate-agent provides the patient-
agent with the sub-itinerary that needs to be followed. Finally, the delegate-agent is deleted.

4.2.2 Execution meets operating block

Onceitsitinerary is established, the patient is evacuated to the destination MF. This evacuation consists of visiting several
TCsand several MFs. However, each step of the itinerary can be subject to changes. Therefore, the patient-agent is attached
to its patient. Dealing with any change requires from the patient-agent to create another delegate-agent. This agent will
precede the patient-agent by one step. In fact, the role of the delegate-agent isto visit the destination site for a given step
and notify its patient-agent in case unforeseen events occur. Examples of these events can be a delayed departure from a
TC, acanceled departure, etc. In order to deal with these events, the del egate-agent needs to have information on the
expected state of asite in order to compare it with the current state of this site. In case of any difference, the patient-agent is
informed for corrective actions. To this end, the patient-agent needs to re-plan a part of the plan that deals with the
difference.13 For instance, if a departure to a TC has been canceled, it would be more appropriate to be aware of this
situation before the patient arrives at this TC.

4.3. Implementation
Figure 10 presents a snapshot of the system that is used for simulation of the medical evacuation scenario. In the system,

agents are implemented as Java classes, using JDK 1.2.2 for Windows. Moreover, the mobility of certain agentsis achieved
using the middleware Beegent from Toshiba.14 In Beegent, two types of agents exist, namely wrapper (static) and



mediator (mobile).
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Figure 10: Snapshot of the medical evacuation system
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Different agents have been implemented: region-agents associated with regions, TC-agents associated with TCs, MF-agents
associated with MFs, and finally patient-agents associated with patients. Delegate-agents are dynamically created by patient-
agents when needed. Region-agents, TC-agents, and M F-agents inherit from the wrapper class while patient-agents and
delegate-agents inherit from the mediator class. Both agents may have to move from one region to another. Figure 10 isan
example of the interactions that take place between a patient-agent, a region-agent and the MF-agent of MF ;. Different
types of messages are exchanged between them and are related to the condition and requirements of the patient, unoccupied
beds of MF 1, and next departures to this MF from the region of the agent. The result of all these messages is an itinerary

assigned to the patient: bed 33 of MF ; with flight 344.

4.4, Summary

In addition to organization, coordination, and operating blocks, the functioning of the CP approach is characterized by
interleaved planning and execution phases. The traditional separation between planning and execution is no longer relevant,
especially in dynamic environments such as humanitarian assistance. Agents need to adapt their configuration to
consequences of the actions other agents carry out, as well as of the events that were unforeseen. Ambroszkiewicz claims
that if there are several agents that may help or prevent an agent from achieving its goal, computing a plan may take so long
that after completing the computation, the plan becomes out-of-date since the world has changed meanwhile.1>

In the work of Paolucci, Shehory, and Sycarainterleaving planning and execution means interrupting planning, executing
the portion of the plan that has been designed, and finally, resuming planning. 1€ Thisis time-consuming, particularly in
critical situations. In the CP approach, the planning is not suspended at all; a delegate is created and mandated to pursue
planning. As soon as the agent finishes its execution, it interacts with the delegate regarding the new portion of the plan to
be carried out. Therefore, interleaving planning and execution is enhanced with delegation.

5. Conclusions

In this paper, we presented the major characteristics of the CP approach for collaboration support. This approach relies on



software agents as a means to achieve this support. Furthermore, we presented how the CP approach meets the requirements
of humanitarian-assistance scenarios. In such scenarios, different participants have to work together, despite their
differences at operational, strategic, and cultural levels. In order to ensure an efficient collaboration among the participants,
software agents turned out to be a good candidate. For instance, they collaborate on behalf of their users, monitor the events
that are of interest to users, coordinate their activities and avoid conflicts. Therefore, users can concentrate on other
activities, such as assessing situations, making decisions, or reacting to change. In this paper, we have a so described the
application of the CP approach to medical evacuation as a specia case of humanitarian-assistance scenario. Delegation
allowed interleaving planning and execution.
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Appendix 1

Figure 11 isthe interface that is used to get information on the patient’ s condition and requirements.
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Figure 11: User-interface for the patient
Appendix 2

Figure 12 isthe interface that is used for displaying the relevant MFs, according to the patient’s condition and requirements.
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Figure 12: MFs presentation
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Abstract: This paper presents a research project that deals with the use of software agentsas a
support to collaboration. Collaboration can face different obstacles, such as partner distribution and
resource heterogeneity. To overcome these constraints, coordination strategies are required. Such
strategies allow agents to avoid conflicts and, hence, to fulfill their activities efficiently. This project
Is applied to humanitarian-assistance scenarios, in which different participants, such as non-
governmental organizations, have to work together despite their individual differences. Therefore, it
becomes relevant to suggest collaborative approaches that will support these participantsin their daily
operations.
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1. Introduction

We discuss our work on the design and development of collaborative environments for distributed and heterogeneous military
applications. These applications, called Command and Control Information Systems (CCISs), are increasingly important for
land, naval, and air operations. Moreover, CCISs have civilian applications in multiple areas such as air traffic control, search
and rescue, and emergency services. In amilitary context, acommander makes decisions concerning his troops deployment
using the information that the CCIS supplies. It may occur that the commander aims at involving other friendly CCISs before
making his decisions. For example, acommander of Nation X has to take into account the positions of the enemy and friendly
troops. Therefore, he hasto involve other CCISs that may possess such information. It would be more appropriate if this
commander could perform this operation without being aware of the characteristics of each CCIS. Take for instance a situation
where different countries decide to set up a coalition for an international humanitarian assistance. In fact, the CCIS of each
country hasits own functional and structural characteristics. It isimpossible for acommander to be aware of al the CCISs
locations, languages, and information semantics. Therefore, it becomes urgent to propose new support technol ogies that will free
military users from worrying about the distributed, heterogeneous, and dynamic nature of the coalition, in general, and CCISsin
particular. In this paper, we describe the IC2MAS (Interoperable Command & Control based on MultiAgent Systems) project
that aims at managing the codlition infrastructure at the following levels (adapted from Babin et.al .1):

. Autonomy: in the coalition environment, CCI Ss should have the flexibility to be designed, developed, and managed
independently, without having to comply with the standards of this environment.

. Flexibility: CCISs, that use either standard or non-standard technologies, as well as new and legacy CCISs, should be
incorporated into the coalition environment in a“ seamless’ way without causing any disruption to this environment.

. Scalability: the total coalition environment should be expandable by allowing the coalition to start with a number of
countries and gradually extend over time, without loosing integrity.

Taking into account these three levels and the requirements of a coalition (discussed in Section 3.1), the IC2MAS project has



established an interoperability approach to provide effective support to coalitions.

The motivation behind the support of a coalition isto provide an integrated view of all the aspects that are relevant to this
coalition. These aspects are multiple and include: the coalition structure; the roles played by people and responsibilities held by
them within the coalition; the flow of information within the coalition and with the external world; the resources required by and
available within the coalition; and the context (war, peace-making/keeping, from war to peace-making, and from peace-keeping
to war) in which the coalition takes place. MASs could handle a number of these aspects. For instance, the coalition structure can
be viewed as a collection of collaborative MASs; each MAS corresponds to a CCIS and each MAS contains different types of
agents, fulfilling different roles, and achieving different responsibilities.

Inthe IC2MAS interoperability approach, MASs are the front-ends of the CCISs to the coalition network and hence, have the
capability to act on their behalf. Moreover, MASs encompass different Software Agents (SAs) 2 that handle and perform the
functionality required to coalition support, for example managing the CCISs autonomy and invoking CCISs. However, given the
distributed nature of a coalition and the network features in terms of reliability and bandwidth capacity (e.g. the coalition could
occur in acountry where the network infrastructure is not reliable), some of the SAsin the IC2MAS approach are able to create
Slave-Agents 3 and enhance them with mobility mechanisms.4 A mobile agent can move from one system to another to perform
specific operations, instead of continuously keeping the network “busy.” Moreover, it often happens that SAs have to work
together to execute common operations. For instance, in a coalition, the forces of Nation X have to interact with non-government
organizations as well as with armed forces of other countries. Therefore, SAs have to rely on communication 2 and

coordination & mechanisms to avoid conflicts and collaborate efficiently. When diverse SAs communicate, they have to
understand each other. By establishing ontology,” a common terminology and semantic basis for the various SAsis offered.
Hence, the risk of getting inconsistent information is reduced.

The paper is organized as follows. Section 1 proposes an overview of our theoretical (i.e. MASs) and practical (i.e. CCISs
coalition) project. Section 2 presents the degrees of interoperability in acoalition and an overview of the CCISsfield. Section 3
describes the characteristics of the IC2MAS interoperability approach. Section 4, briefly, reviews the related work. Section 5
givesinsights on topics that are currently tackled. Finally, Section 6 consists of concluding remarks.

2. Background

This section is divided into two parts. The first part identifies the degrees of interoperability in a coalition while the second part
provides an overview of CClSs.

2.1. Degrees of Interoperability in a Coalition

In a coalition, three degrees of interoperability are identified (adapted from Au et.al).8 Basic interoperability, called inter-
connectivity, allows simple data transfer (with no semantic), whereas application-level integration enables applications (for
example, CCISs) running in any environment to exchange services and perform computing, even if these applications were
designed at different times by different persons. In a coalition, working at the application-level is not enough, particularly if the
military forces aim at merging their operational processes. Therefore, collaboration at the commandment level is needed. In what
follows, the three degrees of interoperability are summarized as follows (cf. Figure 1).

. Physical inter-connectivity: to guarantee basic communication, computing resources are first interconnected to exchange
messages. This inter-connectivity occurs at the physical level.

. Application integration: its main purpose is to carry out operations among different computing resources. Generally, these
resources are distributed across networks and they are heterogeneous at different levels (hardware, software, and
terminology).

. Commandment collaboration: it goes beyond the integration of applications, by expanding military operational processes
to other structures. To this end, a collection of components, such as software agents gathered into multi-agent systems,
could be set up. These components collaborate more than just inter-operate.

Figure 1, the commandment level relies on the application level to achieve the coalition’s main-mission, for example
humanitarian assistance. Furthermore, the commandment level interacts regularly with its headquarters. The purpose isto keep
the headquarters informed about the progress of the mission. In order to assist the commandment level in its daily operations, the
application level offers different types of services, such as data fusion, weather forecast, and logistics. In fact, the application
level isbuilt on top of the physical level and hence, uses its computing resources. When the coalition’s military forces have to



collaborate, they go through a coordination process. Such a process could be entrusted to their respective MASs. In order to
collaborate efficiently, military forces have to agree on how to invoke mutually their services. To this end, their respective
applications have to be integrated.

Coalition
mission
MAS | " MAS |
Military Forces Coordination Military Forces;
space
Headquarter Commandment level - Commandment level Headquarter
USMEIEESJEMSE
[ relyaon ] o — [ relyon ]
o Services Services o
Application level _ Application level
/Q fntegration j‘
[ buldon | ke ke | bhuildon |
Physical level — Physical level
Imterconnectivity

Metwiork

Figure 1: From inter-connectivity to collaboration, through integration
2.2. An overview of CCl Ss

Nowadays, information technologies are an inherent part of the commanders’ decision-making process. Particularly, CCISs help
commanders to obtain aview of the tactical situation in which they are involved. In fact, a CCISis used to gather information
from different sensors, process thisinformation, and suggest actions to be taken by the commander. Hence, CCISs are crucial
and should meet demanding criteriain terms of reliability, efficiency, and fault-tolerance.

According to Malerud et.al. a CCIS consists of a structure, functions, and tasks.2 The CCIS structure represents an assembly of
facilities, arranged to meet the objectives of the CCIS. To reach these objectives, the functions of the CCIS areinitiated in order
to carry out the needed tasks. Tasks require the structure’ s facilities, in terms of personnel, technical equipment, computing time,
and so on. Figure 2 presents a simplified architecture of a CCIS. Several types of functions exist within the CCIS, ranging from
planning and weather forecast to data fusion. These functions are offered to users and are built on top of a support structurein
terms of hardware and software resources. Furthermore, some of these functions receive messages from the external
environment, e.g. remote sensors, through a communication module.
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Figure 2: CCIS Simplified Architecture

As CCISs are getting larger and more complex, their interoperability and hence collaboration, in a coalition context for example,
are becoming a central concern for military users and CCISs' designers. Therefore, the IC2MAS project aims at handling this
concern, by providing 1) users with services that will free them from worrying about the characteristics of the interconnected
CCISs; and 2) designers with approaches based on advanced technologies, such as MASs.



3. Presentation of the IC2MAS Approach

This section presents the IC2MAS approach. First, major requirements of a coalition are described. Next, IC2MAS architecture
and types of SAs are presented. Finaly, IC2MAS operating mode is detailed.

3.1. Requirements of a Coalition

Inthe IC2MAS project, the running scenario corresponds to a coalition that is set up by different countries for diverse purposes,
e.g. international humanitarian-assistance, peace support operations, etc. The coalition scenario is appropriate for several reasons:

. People from different countries, at different locations, and at different moments contribute to the definition of the same
operations, for instance deploying troops in a combat zone. However, these people do not use the same communication
language and do not manage the same types of resources that vary from high to low technologies. It happens that certain
countries are better equipped and prepared than others.

. Atdiverse hierarchical levels, different people make decisions during the course of operations. It happens that a decision
is based on information that is not well understood by all people. Moreover, it happens that a decision requires the
interaction of diverse CClSs that could be distributed and heterogeneous.

. At thetheater of operations, the task to provide and maintain a high level of assistance to military usersisvery complex.
For example, it is not possible to afford to each combat unit an expert in PC software, an expert in Unix software, etc.
Moreover, it isnot possible for amilitary user to be aware of the characteristics of the different CCISs of the coalition.

Major requirements to coalition support constitute a framework that identifies what types of information can be exchanged, what
types of operations can be delegated, and what types of communication approaches can be used. There is aresearch avenue
associated with each requirement.

. Requirement: What types of information can be exchanged?
Research Avenue: Ontology.
Definition: Ontology is a meansto express and exchange information that is understood by all participantsin a coalition.
Moreover, to be used efficiently, ontology requires alanguage for representation (e.g. KIF) and alanguage for
communication (e.g. KQML).

. Requirement: What types of operations can be delegated?
Research Avenue: SAsintegrated into MASs.
Definition: a SA is an autonomous, goal-oriented entity that has the ability to assist usersin performing their tasks, to
collaborate with other agents (software or human) to jointly solve problems, and to answer users' needs. Furthermore, a
collection of SAs can be gathered into a MAS architecture. As stated by Labrou et.al.,29 communities of agents are much
powerful than any individual agent.

. Requirement: What communication approaches can be used?
Research Avenue: Remote/Local communication.
Definition: Communication between distributed components, for example SAs, could occur either remotely or locally. In
the latter case, the components have to be moved to a common workplace.

3.2. IC2MAS Architecture

In the literature, different approaches that deal with the problem of inter-operable systems can be found, among them
Infodeuth, 1l TSIMMIS, 12 SIMS13 and SIGAL.14 All these approaches agree on the use of SAs as ameans to develop such
systems, and have several characteristics in common. The SAsthey use are static. Therefore, these SAs do not have the ability to
move to distant systems. Moreover, all these approaches assume that the network infrastructure is fully reliable and has unlimited
bandwidth for information transmission.
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Figure 3: IC2MAS Architecture for coalition support

Based on these different approaches and considering the requirements of a coalition, we have proposed an IC2MAS architecture
for application in acoalition context (cf. Figure 3). Multiple MASs form the backbone of this architecture and interact both
remotely and locally. In addition, these MASs collaborate through afacility called Advertisement Infrastructure. It is managed
by an agent and contains a Bulletin Board and a Repository of Active-Agents.

In the IC2MASS architecture, MASs integrate different types of SAs: Interface-Agents assisting users, CCIS-Agents invoking
CCISs functions and satisfying users’ needs, Resolution-Agents, also satisfying users needs, Control-Agents managing MASS,
and finally, a Supervisor-Agent managing the Advertisement Infrastructure. In the IC2MAS environment, the Resolution-Agent
is ableto create Slave-Agents and transmit them either to the Advertisement Infrastructure or to other distant MASs. Slave-
Agents carry out operations on behalf of Resolution-Agents. The creation process of Slave-Agents complies with the Supervisor-

Worker pattern as defined by Fischmeister and Lugmayr.12 In the next sections, agents’ functionality is depicted.
3.3. Software Agents and the Advertisement I nfrastructure

There are various types of SAswithin the IC2MAS architecture. These SAs belong to different MASs. They collaborate through
the Advertisement-Infrastructure facility. Details of the internal-modules of the agents are provided below.



Interface-Agent. By analogy to Interface-Agents of Maamar et.al.16 and Sycaraet.al.,1’ the IC2MAS Interface-Agent assists
usersin formulating their needs, maps these needs into requests, forwards these requests to the CCIS-Agent in order to be
processed, and provides users with answers obtained from the CCIS-Agent.

Communication layer

Need ( i Hl st
User Jeeds Farmulation eopiests CCIS-Agent
,a,nsters rmodule J Answels

Figure 4: Interface-Agent modules

The Interface-Agent consists of one module, called Formulation module that is encapsulated into a communication layer (cf.
Figure 4). The Formulation module takes as inputs users needs and CCIS-Agent’ s answers and provides as outputs requests to
CCIS-Agents and answersto users. In the IC2MAS environment, users describe their needs according to the concepts that are
understood by Interface-Agents (cf. Section 5.1).

CCIS-Agent. By analogy to Resolution-Agents of Maamar et.al.18 and Task-Agents of Sycaraet.al., 19 the IC2MAS sCCIS-
Agent processes users' requests, only if these requests need the involvement of the CCIS of this particular CCIS-Agent. These
requests are transmitted by the Interface-Agent. In addition, and by analogy to Knowledge-Agents of Maamar et.al., 20 the
IC2MAS CCIS-Agent acts on behaf of CCIS and, hence, maintains its autonomy towards the coalition. To achieve this
autonomy, the CCIS-Agent advertises, through its services, the functionsits CCIS performs.2L Here, the term service denotes a
computing procedure, for example requesting the CCIS' s weather-forecast function. In the IC2MAS environment, a CCIS-Agent
advertises its services by posting notes on the Bulletin Board of the Advertisement Infrastructure. In fact, the CCIS-Agent sends
remote requests to the Supervisor-Agent. Before posting notes, the Supervisor-Agent checks the CCIS-Agent’ s security level to
authenticate this CCIS-Agent’ s requests and identify the servicesit is authorized to advertise.

A CCIS offers different functions that vary from data fusion and weather forecast to planning (cf. Section 2.2). Considering these
functions and the complexity of CCISs (for instance, a planning function could be a distributed-object client/server application
running on top of an Object Request Broker middleware) a new type of SAs, called Function-Agents, isintroduced in the
IC2MAS architecture at the MAS level. Each Function-Agent is associated with a CCIS function. As aresult, a CCIS-Agent
manages a group of Function-Agents that evolves under its supervision (cf. Figure 5). For instance, a request to the planning
function of a CCISisinitially sent to the CCIS-Agent that forwards this request to the appropriate Function-Agent. Hence, a
Function-Agent knows the protocols through which afunction of a CCIS accepts requests and provides results back. IC2MAS
Function-Agents are similar to Information-Agents described by Sycara et.al.22
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Figure5: Function-Agents at the MAS level

Figure 6 presents the modules of CCIS-Agents and Function-Agents. Similarly to the Interface-Agent, acommunication layer



encapsul ates the two agent modules. The CCIS-Agent consists of two modules: definition and pre-processing. The IC2MAS
administrator uses the definition module. He specifies the services to be advertised by the CCIS-Agent. The pre-processing
module identifies whether or not the CCIS of a CCIS-Agent could satisfy users' requests. If not, these requests are transmitted to
the Resolution-Agent. The pre-processing module relies on an information source, called CCIS capabilities. Moreover, the
administrator updates this information source with the services it has specified. The Function-Agent consists of two modules:
processing and monitoring. The processing modul e receives requests from the CCIS-Agent and processes them against the
CCIS' s function. The monitoring module monitors the modifications that could occur at the CCIS s functions level. These
modifications have to be reported to the CCIS-Agent’ s definition-modul e.

Resolution-Agent. By analogy to Resolution-Agents of Maamar et.al. 23 and Task-Agents of Sycaraet.al.,24 the IC2MAS's
Resolution-Agent processes users’ reguests, only if these requests have been transmitted by the CCIS-Agent and need the
involvement of several CCISsto be completed. In fact, the resolution process requires that the Resolution-Agent collaborates
with the CCIS-Agents of other MASs, including or not the CCIS-Agent of this Resolution-Agent’s MAS.

At IC2MAS start-up time, the Resolution-Agent creates a Slave-Agent, called Help-Agent, and sends it to the Advertisement
Infrastructure. As soon as the Help-Agent arrives, the Supervisor-Agent checksiit. Next, the Help-Agent waits for the Resolution-
Agent’ s queries about the services to search for in the Bulletin Board.
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Figure 6: CCIS-Agent and Function-Agent modules

In order to identify the CCIS-Agents that are required to satisfy users' requests, the Resolution-Agent sends remote queries to the
Help-Agent. This agent browses the Bulletin Board, identifies appropriate CCIS-Agents through their offered services, and
finally informs remotely its Resolution-Agent parent. Next, the Resolution-Agent designs the procedure that is needed in order to
perform the user’s request. Generally, such a procedure is called aroute. Then, the Resolution-Agent creates another Slave-
Agent, called Route-Agent, and assigns to it this procedure. The Route-Agent may either interact remotely with the CCIS-Agents
of other MASs or migrate to different MASs and meet locally with their CCIS-Agents. A decision about a remote regquest or
mobility is based on the network status and the number of the CCISs required in satisfying users' requests. Similarly to CCIS-
Agents, a security level is also associated with Slave-Agents. This security level is used to check Slave-Agents entering the
Advertisement-Infrastructure and the various MASs.

The Resolution-Agent consists of two modules, called slave and pre-processing (cf. Figure 7). Both of them are encapsul ated
into a communication layer. The slave module creates Slave-Agents, namely Help-Agent and Route-Agent. The pre-processing
modul e designs the procedure that is used to perform users’ requests. This procedure is forwarded to the Route-Agent’s
performance module. This agent carries out these requests, according to the CCISs that have been identified by the Help-Agent’s
browsing module.
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Control-Agent. In an environment consisting of mobile agents, mobility operations consist of shipping the agents through the
net to other distant systems, authenticating these agents as soon as they arrive, and finally installing these agents to resume their
operations. In the IC2MASS environment, the Control-Agent of the MAS isin charge of all these operations. For instance, when a
Help-Agent moves, it first interacts with the Control-Agent in order to be shipped to the desired MAS. Furthermore, Control-
Agents maintain the coherence of their MASs by keeping track of the Route-Agents entering and leaving these MASs.

Supervisor-Agent. A Supervisor-Agent isin charge of several operations. It manages the Advertisement Infrastructure by
receiving the advertisements of CCIS-Agents, sets up a security policy in order to monitor the Help-Agents accessing this
infrastructure, and finaly, installs Help-Agents to resume their operationsin this infrastructure. In the IC2MAS environment, the
Supervisor-Agent uses the Repository of Active-Agentsto register al the Help-Agents and CCIS-Agents that have respectively
got an agreement to enter the Advertisement Infrastructure and advertise their services. The Repository of Active-Agentsis
updated also when Resol ution-Agents decide to remove their Help-Agents from the Advertisement Infrastructure.

Advertisement Infrastructure. In acoalition context, CCISs are spread across networks and generally rely on low-bandwidth
and/or unreliable channels for communications. Moreover, amilitary user may use his Radio to send and request information.
The military users often rely on mobile devices, such as portable computers, that are only intermittently connected to networks.
In the IC2MAS environment, instead of overloading the network, Help-Agents migrate to the Advertisement Infrastructure and
browse locally the Bulletin Board, looking for appropriate CCI Ss.

3.4. IC2MAS in operating mode

Based on the characteristics of the IC2MAS architecture and the types of SAs this architecture integrates, we proposed four
stages to handle the operation of IC2MAS: Initialization, Advertisement, Operation, and Maintenance. This section describes the
features of each stage. Note that Initialization and Advertisement stages are transparent to users.

Initialization Stage

This stage is characterized by the following operations:



. The Advertisement Infrastructure and its components, i.e. Supervisor-Agent, Bulletin Board, and Repository of Active-
Agents, are set up and started-up. Thus, the Supervisor-Agent initializes the Bulletin Board and the Repository. Further,
this agent establishes the security policy that manages the access of agents to the Advertisement Infrastructure.

. MASsare set up and associated with their respective CCI Ss. For instance, the Resolution-Agent creates its Help-Agent
and sends it to the Advertisement Infrastructure (cf. Figure 8). As soon asit arrives, the Help-Agent is checked,

registered, and finally installed.
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Figure 8: Help-Agent in the Advertisement Infrastructure

For the case considered we assume that before leaving and entering MASs, Help-Agents and Route-Agents interact with Control -
Agents for security, shipping, and installation purposes.

Advertisement Stage

Onceinitialization is complete, CCIS-Agents have to advertise their services at the Advertisement-Infrastructure level. As stated
in Section 3.3, CCIS-Agents send remote requests to the Supervisor-Agent of the Advertisement Infrastructure (cf. Figure 9).

According to the security level of this CCIS-Agent and the security policy of the Advertisement Infrastructure, the Supervisor-
Agent decidesiif this CCIS-Agent is authorized to advertise and what types of services will be offered. In the positive case, the
Supervisor-Agent processes the CCIS-Agent’ s request by posting the services it offers on the Bulletin Board. Furthermore, the
Supervisor-Agent registers the fact that this CCIS-Agent has notes on the Bulletin Board. At the end, the Supervisor-Agent
evaluates and acknowledges the CCIS-Agent in case the operation is successful or makes the CCIS-Agent aware of the reasons
for failure. We assume that CCIS-Agents send only one request in order to advertise al the services they offer. Moreover, we

assume that other requests will follow to either update or withdraw the advertised services.
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Operation Stage

Once the advertisement stage is accomplished, the IC2MAS environment is ready for operation. The operation stage of IC2MAS
is summarized by two situations (cf. Figure 10):

. Only the user’s CCISisrequired: the CCIS-Agent isin charge of handling this situation (cf. Figure 10-a).

. Severa CCISs, including or not the user’s CCIS, are required: the Resolution-Agent isin charge of handling this situation
(cf. Figure 10-b).

In what follows, numbersin parenthesisillustrate the chronology of operationsin Figure 10.

When a user wants to satisfy his needs (0), he interacts with the Interface-Agent of his MAS. Next, his needs are mapped into a
reguest transmitted to the CCIS-Agent (1). This agent isin charge of deciding whether this user’s CCIS contains the appropriate
functions to process its request (cf. Figure 6, pre-processing module). Once such a decision is abtained (2), two situations exist
and areidentified in Figure 10 with lettersa and b.

In Situation a, the CCIS-Agent forwards the user’ s request to the appropriate Function-Agent (3.a) of the user’s CCIS. This
Function-Agent initiates the CCIS's function and provides the results it obtained to the CCIS-Agent (4.8). Finally, results are
sent to the user through the Interface-Agent (5.a, 6.9).

In Situation b, other CCISs, including or not the user’s CCIS, are required to satisfy the user’s request. These CClISs are
identified using the notes of the Bulletin Board of the Advertisement Infrastructure. First, the CCIS-Agent forwards the user’s
request to the Resolution-Agent (3.b). Next, the Resolution-Agent contacts and interacts remotely with its Help-Agent in order to
identify appropriate CCISs (4.b). Once the Help-Agent has completed its operation (5.b), it sends to the Resolution-Agent the
CCIS-Agents with whom it is going to interact (6.b). Once thisinformation arrives, the Resolution-A gent starts to design its
itinerary according to the number of the pertinent CCISs and the network status (7.b). To perform this itinerary, the Resol ution-
Agent creates a Route-Agent and assigns to this agent the designed itinerary (8.b).
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Figure 10: User’ srequest satisfaction

To clarify things, hereafter is an example illustrating thisitinerary. In Figure 10, the itinerary indicates that the Route-Agent first
has to move to MAS, (9.b). Next, the Route-Agent interacts locally with the CCIS-Agent of this MAS, (10.b). Furthermore, to

complete its operations, the itinerary shows that the Route-Agent has to interact remotely with CCIS-Agent; of MAS;. Then, the
Route-Agent sends arequest (11.b) and waits for the results from CCIS-Agent3 (12.b). Next, the Route-Agent goes back to its

origina MAS (13.b) and interacts with Resolution-Agent’ s parent. Finally, the Resolution-Agent sends the results obtained from
its Route-Agent to the user through the CCIS-Agent and the Interface-Agent (14.b, 15.b, 16.b).

Maintenance Stage

The IC2MAS environment is an open system. Indeed, a new CCI S could be integrated; another CCI'S could be removed, etc.
Therefore, the purpose of the maintenance stage is to take into account the situations that may have an impact on the architecture
and operation of the IC2ZMAS environment. Several situations have been identified. In this paper, we briefly present two of them:

. It happensthat a CCIS adapts its structural and functional characteristics, for example by adding a new function.
Therefore, the CCIS-Agent has to be adapted by adding new servicesto its capabilities

. It happens that the Supervisor-Agent cleans up the Bulletin Board of the Advertisement Infrastructure, because of a new
security policy. Hence, CCIS-Agents have to advertise their services from the beginning.

4. Related Work

This section summarizes the main characteristics of the IC2MAS environment with respect to other similar works. Different
research projects exist in the field of systems interoperability.22:26 All these projects have the same concerns, namely:

. Tomaintain the autonomy and independence of the systems to be integrated in an interoperable environment. In the
IC2MAS environment, each CCI S has been associated with a CCIS-Agent.

. Toreducetheinformational disparities between the integrated systems. In the IC2MAS environment, the definition of
ontology is, currently, tackled (cf. Section 5.1).

. To help users satisfy their needs. In the IC2MAS environment, each MAS integrates an Interface-Agent that assists users.

However, all the projects cited above assume that the network infrastructure is fully reliable and has unlimited bandwidth for
information transmission. In acoalition, thisis not the case. In the IC2MAS environment, network concern has been considered,
for instance by enhancing certain agents with mobility mechanisms and giving these agents the ability to decide whether |ocal
computing after amove is preferable than remote computing. Furthermore, security issues have been taken into account in the
IC2MAS environment. For example, a security policy manages the Advertisement Infrastructure and a security level is used to
identify agents. Additional security elements could be suggested, for instance identifying services with authorization levels and
users with use levels.

5. Current Effortsin ICMAS

This section gives insights on topics that are currently tackled in the IC2MAS environment. First, the ontological disparities are
briefly described. Ontology is one of the main issues to be addressed in the design of an interoperable environment for
heterogeneous systems. We consider ontology as a means to represent and exchange information that is understood by all
participants.

In a coalition context, each country hasits own standards. Therefore, each military user specifies his needs (in term of
information requests) and the capabilities of his CCIS (in term of functions) using these standards. Therefore, the need to define
two types of specification languagesisraised in the IC2MAS interoperability approach. The first type is a specification language
for users' needs while the second type is a specification language for CCISs' functions. Both of these languages have to be based
on two different ontologies: a user-oriented ontology and a CCl S-oriented ontology. Furthermore, because of the coalition
context, the user-oriented ontology has to be adapted in order to take into account individual differences, for example diversity of
cultures that exist among the participantsin a coalition. To handle these characteristics, we intend to propose a user-oriented
ontology that is*versioned” (certain authors talk about ontology sharing). Hence, only one user-oriented ontology is defined at



the conceptual level but different versions of this ontology are defined at the level of users.
6. Conclusion

In this paper, we presented the major characteristics of the IC2MAS interoperability approach that uses MASs in the design of
collaborative environments for distributed and heterogeneous CCI Ss. The coalition context was considered. In this approach,
MASs and their SAs are ableto fulfill different operations, from users' needs specification to CCISs' functionsinitiation. Eight
types of SAsexist in the architecture proposed for coalition support (Interface-Agent, CCIS-Agent, Resolution-Agent, Control-
Agent, Function-Agent, Supervisor-Agent, Help-Agent, and Route-Agent) while four stages describe this architecture in
operating mode (Initialization, Advertisement, Operation, Maintenance). Whereas MASs appear to offer benefits to coalition
support, we must be aware of their limitations. MASs must allow alarge degree of human interaction. Therefore, it is unrealistic
to expect a capability of providing a“fully” automated coalition support. A whole set of negotiations, dialogues, coordination
and communication among participants, groups of participants, and systems are involved.
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Multi-Agent Systems to Support Coalition Forces
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Abstract: The distributed, heterogeneous, and dynamic nature of the coalition context has raised the
need for new advanced technologies. These technologies aim at managing the coalition informational
infrastructure, in terms of autonomy, adaptability, and scalability. To achieve this support, Software
Agents (SAs) gathered into MultiAgent Systems (MASs) seem to be a promising approach. To
develop this approach, different aspects of a coalition have to be identified. These aspects include the
coalition structure; the roles and responsibilities held by people within the coalition; the flow of
information within the coalition; the capabilities required or available within the coalition; and the
context in which the coalition operates. For many of these aspects, SAs can be used. For instance, the
coalition structure can be associated with several SAs of different types and with different roles.
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I ntroduction

In any coalition operation we face a continuing challenge where we must strike a balance between
classified information sharing among coalition partners and a requirement to protect each coalition
partner’ s information sources and collection capabilities as defined by each nation’s laws and
regulations.

With that in mind, in order to maximize combat capability and reduce risk (fratricide, threat avoidance
and suppression, inadvertent disclosure of sensitive data etc.) the operational commander and his staff
must have access to the most accurate information in time to plan, act and react with confidence.

When information/datais stored, sorted and manipulated across several different Local Area Networks
(LAN’s) and Wide Area Networks (WAN's), each with disparate security levels and applications, we
run the risk that critical information will not be available for use by the appropriate personnel in a
timely enough manner to make the correct decision.

Unfortunately, current technology does not support automatic transfer and synchronization of massive
databases across LAN’s and WAN'’ s with disparate security requirements. With that in mind, perhaps
the answer is one master data set populated with the best information available and usable by all
coalition partners. This master data set would be used to plan and execute the majority of coalition
military activities. There is an inherent risk associated with this arrangement, which will be covered in
this paper.

CAOC Defined

A Coalition Aerospace Operations Center (CAOC) is defined for this paper asthe
location/organization (personnel, capabilities and equipment) through which the Coalition Forces Air
Component Commander (CFACC) exercises command and control (C2) of aerospace forces. It isthe
senior element of the Theater Air Control System (TACYS).

The CFACC employsthe CAQOC to facilitate the maneuver and mass overwhelming aerospace power
through centralized control and decentralized execution to produce desired operational and strategic
effectsin support of the Coalition’s campaign. Infrastructure, systems, processes, and training should
be shared and integrated to the maximum extent possible while ensuring that the integrity of all
military missions is maintained. The design should maximize interoperability while promoting the
independence and flexibility necessary to support complementary—»but not identical—missions
executed under nominal conditions.

Assumptions

The CAOC functions at the coalition/component level and provides the CFACC with the capability to
direct and supervise the activities of assigned, supporting, or attached forces, and to monitor the
actions of both enemy and friendly forces. In order to function, the CAOC requires connectivity to
operations centers of higher service/joint/coalition headquarters, lateral headquarters, and subordinate
units. This allows for the continuous collection and presentation of battle management information.



CAOC personnel, in accordance with the priorities, objectives, and strategies, conduct detailed
direction of all aerospace operations by using this data.

To lay out a proposed methodology for a notional CAOC, several assumptions have to be made. It will
be assumed that the Coalition commander exercises command over the Coalition command, control,
communications, and computers intelligence (C#) information and processes system. The Coalition
will use its C# System to plan, direct, coordinate, and control the various aspects of Coalition
operations. These missions could include but are not limited to:

1. Maintain continuous surveillance of the Area of Responsibility (AOR) aerospace
to deter hostile states from entering the AOR.

2. Effectively employing assigned forces in defense of the AOR should deterrence
fail.

3. Planning, directing, monitoring, and controlling air operations while providing
C2 support to assigned forces and other military and civilian agencies.

4. Integrating their operations with other C2 systems to form a coherent structure for
joint and combined operations.

Processes

The primary processes used in our notional CAOC will be the same as used by current AOC'’s, which
are;

1. Planning

Aerospace planning processes will focus on the desired strategic and operational effects the CFACC is
to produce. These desired effects will be articulated in courses of action (COAs). Oncea COA is
selected, the effects the CFACC istasked to produce will be specified. The aerospace strategy is the
CFACC’ s concept for employing aerospace capabilities to achieve objectives in support of the overal
campaign. The “means’ will be kinetic and/or non-kinetic use of aerospace power. Since aerospace
power is atheater-wide instrument, CFACC planners must be involved in the development of other
coalition member COA options. Thisintegration of plans constitutes three, highly iterative and
interactive, sub-processes. One is devel oping support requirements those components foresee from the
aerosp